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摘　要: 带有递归数据结构, 如列表 (list) 和二叉树 (tree) 等数据类型的程序, 在计算机领域被广泛使用. 程序验证

问题通常将程序转换为可满足性模理论 (satisfiability modulo theories, SMT)公式进行求解. 递归数据结构通常会

转换为代数数据类型 (algebraic data type, ADT)和整数等混合理论的一阶逻辑公式. 另外, 为表示递归数据结构的

性质, 程序中通常需要包含递归函数, 递归函数在 SMT中则需要通过包含量词和未解释函数的断言来表示. 关注

带有 ADT和递归函数这两类递归定义 SMT公式的求解方法. 从 SMT求解器、自动定理证明器和约束霍恩子句

(constrained Horn clause, CHC)求解器这 3方面对现有技术进行梳理和介绍. 同时, 对主流的求解工具进行统一实

验对比, 探究现有求解工具和技术在各类问题上的优势和缺陷, 尝试寻找潜在的优化方向, 为研究者提供有价值的

分析和参考.
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Abstract:  Programs  with  recursive  data  structures,  such  as  list  and  tree,  are  widely  used  in  computer  science.  Program  verification
problems  are  often  translated  into  satisfiability  modulo  theories  (SMT)  formulas  for  solving.  Recursive  data  structures  are  usually  converted
into  first-order  logic  formulas  combining  algebraic  data  types  (ADTs)  and  other  theories  such  as  integers.  To  express  properties  of
recursive  data  structures,  programs  often  include  recursive  functions,  which  in  SMT  are  represented  using  assertions  with  quantifiers  and
uninterpreted  functions.  This  study  focuses  on  solving  methods  for  SMT  formulas  with  both  ADTs  and  recursive  functions.  Existing
techniques  are  reviewed  from  three  perspectives:  SMT  solvers,  automated  theorem  provers,  and  constrained  Horn  clause  (CHC)  solvers.
Furthermore,  the  study  conducts  unified  experiments  to  compare  state-of-the-art  tools  on  different  benchmarks.  It  investigates  the
advantages  and  limitations  of  existing  solving  tools  and  techniques  on  various  types  of  problems  and  explores  potential  optimization
directions, providing valuable analyses and references for researchers.
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随着计算机科学技术的发展, 计算机程序逐渐开始在社会各领域获得广泛应用. 对于安全攸关领域的程序, 代
码中任何一点错误都可能造成极大的风险和经济损失. 程序形式化验证方法被提出用于提升程序可信度, 减少代

码错误风险. 对程序进行形式化验证, 是使用数学方法将程序代码和程序需要满足的性质进行建模和表示, 然后从

理论上证明程序代码满足或者违反性质. 程序形式化验证主要基于定理证明、模型检测、自动推理和约束求解等

技术. 一般先在前端的程序代码层次进行分析, 基于程序语义将程序和待验证的性质编码为数学模型, 如迁移系统、

自动机或霍尔三元组等, 然后生成使用一阶逻辑公式表示的验证条件 (verification condition), 最终调用后端的求解

工具进行求解, 证明程序满足待验证性质或得到违反性质的反例.
对带有递归定义 (本文涉及的“递归定义”主要分为两类: 一类为递归数据结构, 另一类为递归函数)的程序进

行形式化验证, 是程序验证领域, 尤其是函数式程序验证, 广受关注且具有挑战性的重要问题之一. 该领域早期通

常是在程序代码层次进行处理: 包括研究递归数据结构理论的判定算法、对递归函数进行展开、添加递归函数的

前置-后置条件、基于定理证明工具手动进行归纳证明等. 最终生成尽量简单的逻辑公式作为验证条件, 再交由后

端求解器完成求解. 随着后端求解技术的发展, 研究者逐渐开始直接在一阶逻辑公式层次对递归函数进行表示, 并
研究在原一阶逻辑求解框架中加入处理递归数据结构和递归函数的技术. 相比在代码层次处理, 在逻辑公式层次

的好处在于: 一阶逻辑公式的 SMTLIB标准格式被形式化验证社区广泛认可和应用, 适合研究者在统一的样例上

进行算法研究和实验对比; 后端求解器可以被应用于许多不同的编程语言形式化验证框架中, 具有更大的影响力

和适用性; 另外在逻辑公式层次处理递归定义的特定技术可以更好地与原逻辑公式求解框架相结合. 本文将对这

些在逻辑公式层次求解递归数据结构和递归函数的技术和主流工具进行介绍.
带背景理论的一阶逻辑公式可满足性问题: 命题逻辑是最基础的逻辑形式, 命题逻辑可满足性 (satisfiability,

SAT)问题是最早被证明的非确定性多项式完全 (non-deterministic polynomial-time complete, NPC)问题. 但命题逻

辑的表达能力有限, 在实际的程序验证问题中, 往往需要对特定背景理论下的计算进行描述和求解. 于是研究者

将 SAT问题扩展为可满足性模理论 (satisfiability modulo theories, SMT)问题, 面向包含多种数据类型的一阶逻辑

背景理论. 其背景理论涉及多种数学和计算机领域内的常用理论, 如布尔理论、线性整数/实数算术、位向量、未

解释函数和数组理论等. 约束霍恩子句 (constrained Horn clause, CHC)是另一种一阶逻辑公式表示形式, CHC可

满足性可以被视作 SMT问题的特殊情况. 相比一般通用的 SMT问题, CHC的公式结构更适合表示带有循环结构

的程序, CHC公式的求解算法一般可以通过计算循环不变式来完成求解 [1].
递归定义在程序代码和一阶逻辑公式层次的表示: 程序和一阶逻辑公式的递归定义主要分为如下两类.
1) 一类是递归数据结构, 递归数据结构由构造子 (constructor) 定义, 通常包含一个或多个基础情况 (base

case) 和一个或多个递归情形 (recursive case), 通过引用自身的方式构造出复杂的数据对象. 通常包括树状结构

(一般由表示空树的基础构造子和表示非空树, 即根节点与左右子树的递归构造子定义)、列表结构 (一般由空列

表的基础构造子和由头部元素与尾部列表组成的递归构造子定义)以及基于 Peano算术定义的自然数 (由表示零

的基础构造子和表示后继函数的递归构造子定义)等. 对带有递归数据结构的程序进行验证, 通常将递归数据结构

转换为一阶逻辑公式中的代数数据类型 (algebraic data type, ADT), 通过求解 ADT理论下的 SMT问题进行验证

(详见第 1.3节).
2) 另一类是递归函数, 递归函数是定义函数体中会调用自身的函数, 其函数结构通常包含一个用于终止计算

的基础条件和一系列将复杂问题分解为更小同类问题的递归等式. 递归函数通常用来表示程序中一些需要通过循

环或者递归计算的性质, 例如计算列表的长度等. 在一阶逻辑中通常将递归函数的定义分别转化为表示递归基础

情形 (base case)和递归情形 (recursive case)的多条包含全称量词的逻辑公理, 该公理描述函数在所有可能输入上

的行为. 递归函数 f 在逻辑上表示为如下的公理: 

∀x. (φ(x)→ f (x) = base(x) ∧ ¬φ(x)→ f (x) = rec(x, f (g(x)))),

φ(x) ¬φ(x)其中,   表示终止条件, base(x) 表示基础情形;   表示未达到终止条件, rec(x, f(g(x))) 定义递归情形下的公

式, 表示递归情形中通过函数 g 构造规模更小的参数并递归调用 f 自身. 递归函数整体转换到在逻辑公式层次进
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行表示, 通常是如下方式 (涉及的例子和细节详见第 1.5 节): 在 SMTLIB 标准格式中, 使用 declare-fun 声明函数

名, 然后用带有全称量词和未解释函数 (uninterpreted function, UF) 的公理断言来表示函数体. 从 2016 年开始,
SMTLIB支持通过 define-fun-rec 的关键字直接定义递归函数, 主流 SMT求解器比如 Z3和 cvc5在识别到输入带

有 define-fun-rec的函数定义时, 会采取一些特定求解策略. 验证目标被取反作为一条 assert语句, SMT求解器求

解返回不可满足, 则认为验证目标得证. 两种方式在语义上可以认为是等价的.
通用的一阶逻辑公式求解框架: 现有的一阶逻辑公式自动求解工具在求解带有背景理论的一阶逻辑公式时,

通常是将可满足性判定算法和特定背景理论的求解技术相结合, 主要的一阶逻辑公式可满足性判定框架如下.
1) 影响力最大, 使用最广泛的是 SMT求解器, 一般基于 DPLL (Davis-Putnam-Logemann-Loveland)判定算法,

用于求解带背景理论的主流算法是 DPLL(T)算法. 该算法求解原理是先不考虑背景理论, 将 SMT公式视作 SAT
公式进行求解, 可满足时需再结合背景理论求解器验证解的相容性.

除 SMT求解器外, 自动定理证明工具和 CHC求解器同样可以进行一阶逻辑公式的求解, 现在主流的定理证

明工具通常可以直接读入 SMTLIB格式的 SMT公式作为输入, 而 CHC求解器则需要先将 SMT公式转换成 CHC
形式再进行输入. 本文将不局限于 SMT求解器, 还会介绍基于自动定理证明器和 CHC求解器来处理带递归函数

SMT问题的方法和工具.
2) 自动定理证明器一般基于 superposition推理系统, 通过 saturation-based proof search的证明框架来推导目

标公式的可满足性. 对带有背景理论的一阶逻辑公式进行推理, 一般是将背景理论公理作为推理规则加入推理系

统中. 用于推理带量词和背景理论的主流框架是 AVATAR框架. 它结合了 SAT/SMT求解器来提升在可满足性证

明框架中进行公式推理的能力.
3) CHC求解器的求解原理可以视作求解 CHC公式所表达的迁移系统是否满足安全性质. 通常使用基于软件

模型检测的方法, 结合谓词抽象、插值等技术来生成归纳不变式, 从而证明安全性质. CHC求解器中一般也会集

成通用 SMT求解器, 并基于 SMT求解器来提供对背景理论的支持, 不同的求解器则可能针对特定的背景理论问

题实现专门的优化算法.
对递归定义问题的求解方法: 对于递归定义的处理, 递归数据结构和递归函数分别涉及对 ADT理论和带有全

称量词的未解释函数理论的求解. 在本文中我们将从 SMT求解器、自动定理证明器和 CHC求解器这 3方面对这

些特定背景理论的主流求解算法进行介绍.
1) 递归数据结构求解: 程序中的递归数据结构在逻辑公式层次一般用 ADT理论公式进行表示.

TSMT 求解器处理 ADT 理论公式的主流方法是基于 DPLL( ) 算法. 该算法将 SAT 的 DPLL 算法与 ADT 背

景理论的判定算法相结合. ADT理论的判定算法最早由 Oppen[2]提出, 其主要原理是将 ADT结构进行展开, 对展

开的项构造同余闭包和等价关系来完成可满足性的判定. Barrett等人 [3]在这一判定算法基础上引入一些启发式策

略, 对计算效率进行了优化, 目前已经成为 SMT求解器中实现 ADT理论求解器的主流方法. Reynolds等人 [4,5]在

上述方法上进一步扩展, 提出 codatatype和共享选择子 (shared selector)理论, 提升 ADT理论的表达能力和求解效

率. 上述基于 DPLL(T)的判定算法被称为 lazy方法, 作为主流 SMT求解器如 Z3和 cvc5等用于进行 ADT理论公

式的主要方法. 此外有研究考虑先将 ADT结构消去再进行求解 eager方法 [6,7], 主要原理是将带有 ADT的一阶逻

辑公式归约到等价的未解释函数和线性算术理论公式, 该方法实现在 SMT求解器 Princess中 [6].
自动定理证明器求解 ADT理论公式, 将基于 ADT的构造子、选择子、子项等结构定义理论公理, 基于理论

公理扩展推理系统的推理规则. 近年来比较经典的工作是 Cruanes[8] 和 Kovács等人 [9]对 superposition 推理系统进

行扩展, 使其支持 ADT理论和归纳推理的工作, 分别实现在自动定理证明工具 Zipperposition[10] 和 Vampire[11]中.
CHC求解器求解 ADT理论公式时, 需要将 CHC求解框架和背景理论判定器结合, 其中背景理论判定器往往

依赖 CHC求解器中集成的 SMT求解器. 为了提高求解效率, 有些 CHC求解器中实现了专门针对 ADT理论问题的

优化算法. De Angelis等人 [12,13]提出一种转换算法, 可以将 CHC公式中的 ADT类型和对应的 CHC公式转换成由

其他基础类型, 如整数和未解释谓词表示的公式, 并保持可满足性, 该方法实现在 VeriMAP求解系统中. Kostyukov
等人 [14]通过将公式中的符号都转换为未解释函数, 然后将 CHC求解中需要推理不变式的问题归约为在 tree auto-
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maton中寻找有限模型 (finite model finder)问题进行求解, 该方法实现在 RInGen求解器中.
2) 递归函数求解: 递归函数是程序中除了递归数据结构外的另一种常见递归定义. 递归函数在一阶逻辑公式

层次一般表示为带有全称量词、ADT 理论、未解释函数理论和整数理论等混合理论的公式, 对这种混合理论公

式的求解具有较大的挑战性. 近年来有不少相关的研究工作发表在形式化领域的重要会议或期刊上, 但即使是最

好的算法和工具, 能处理的问题数目和形式也十分有限, 有较大的提升空间. 本文将分别介绍 SMT求解器、自动

定理证明器和 CHC求解器所对应的一阶逻辑推理框架中对递归函数的处理方法.
SMT求解器一般通过在 DPLL(T)判定框架中加入归纳推理增强和自动生成辅助证明引理的方法来求解递归

函数问题. 如前文所述, 表示带有递归函数问题的一阶逻辑公式一般为包括全称量词、未解释函数、ADT理论和

整数理论的混合理论公式. SMT求解器在量词消去过程中引入表示归纳模式的断言, 然后通过一个专门的引理生

成模块来提升理论判定过程中对复杂的未解释函数、ADT理论和整数理论混合公式的处理能力.
自动定理证明器主要通过在推理系统中引入特定的归纳模式, 如结构归纳、整数归纳和基于函数定义的归纳

模式等, 作为新的推理规则来提升推理能力. 并结合启发式优化方法提升推理过程的效率.
CHC 求解器通过尝试生成归纳不变式来证明待验证目标. 这一类方法的思路可以理解为将带有递归函数的

逻辑公式判定问题视作检测迁移系统是否满足安全性质的模型检测问题. 在求解带递归函数 SMT公式时, 需要先

将 SMT公式转换为 CHC形式, 然后再调用 CHC求解器. CHC求解器对带有递归函数公式的求解依赖于其处理

量词、未解释函数、ADT理论和整数理论的能力. 主流 CHC求解器可以在一定程度上求解这类问题, 但求解能

力有限 (见本文第 5节实验部分). 2022年 Govind等人 [15]通过基于展开和抽象等特定的递归函数求解技术来提升

CHC求解器处理递归函数问题的能力. 该方法在基于 CHC求解器 Spacer开发的 Racer系统中实现.
总的来说, SMT求解器和自动定理证明器主要关注在原推理框架基础上进行自动归纳推理增强, 并通过引理

生成方法来辅助提升求解效率. CHC 求解器直接通过 CHC 求解框架生成原递归函数的归纳不变式来进行验证,
并可以基于递归函数展开和抽象等技术来优化求解效率.

主流求解工具实验对比: 本文从现有文献中选择了包含整数理论和 ADT理论的公开数据集, 并从实际的程序

验证问题中构造了一部分数据集作为补充. 在这些数据集上我们对主流的求解工具进行了统一的实验对比和分

析, 并根据实验结果评估和分析了主流工具在不同类型的递归函数问题求解能力优劣. 本文期望为关注递归定义

求解、引理生成和 CHC求解等领域的研究者梳理重点求解技术和主流工具, 提供潜在的改进优化思路, 探究可能

的研究方向.

 1   相关背景知识

我们首先对本文涉及的一阶逻辑相关背景知识进行简单介绍, 包括可满足性问题、代数数据类型理论和

superposition演算等相关内容.

 1.1   可满足性问题和可满足性模理论

命题逻辑可满足性问题 (propositional satisfiability problem)是逻辑学和计算机科学中重要问题, 一般简称为

SAT问题, 指对于给定的一组布尔逻辑公式, 判定是否存在一组变量赋值使得该公式为真, 如果存在, 则称该公式

可满足 (SAT), 否则称为不可满足 (unsatisfiable, UNSAT). SAT 问题是第 1 个被证明的 NPC (non-deterministic
polynomial-time complete)问题 [16]. SAT被广泛应用于电子设计自动化 (electronic design automation, EDA)和程序

验证分析等领域. 2000年左右, SAT求解算法取得突破, 可以处理大规模命题逻辑公式求解的 SAT求解器开始出

现并成为研究热点 [17–20], 并且开始应用于工业界解决实际问题.
但 SAT问题只考虑命题逻辑, 在许多实际场景下表达能力有限, 研究者考虑使用一阶逻辑公式与特殊背景理

论进行融合, 提出可满足性模理论 (SMT)问题. SMT的基本思想是针对多种数据类型和相应的一阶逻辑理论, 提
出一个一般的框架, 从而可以求解涵盖多种特定背景理论的一阶逻辑公式的可满足性判定问题. SMT涉及的理论

为一些数学理论和计算机领域内用到的数据结构理论, 主要理论包括等式未解释函数 (equality uninterpreted function,
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EUF)、位向量 (bit vector, BV)、数组 (array)、线性整数算术 (linear integer arithmetic, LIA)、线性实数算术 (linear
real arithmetic, LRA)、非线性整数算术 (nonlinear integer arithmetic, NIA)、字符串 (string)、代数数据类型

(ADT)等. 求解 SMT公式可满足性问题的工具被称为 SMT求解器, 目前, 主流的 SMT求解算法是 DPLL(T)算法 [21,22],
主流求解器有美国微软公司开发的 Z3求解器 [23]、美国斯坦福大学和爱荷华大学开发的 cvc5求解器 [24] (注意这

里关于求解器名称的大小写问题, 根据 cvc5相关论文 [24], 在 CVC4以前的求解器名称均使用大写字母“CVC”, 而
cvc5决定使用小写的“cvc”字母)、由 Armin Biere团队开发的 Boolector求解器等 [25,26]. 另外基于 superposition推
理系统 [27]主流自动定理证明工具, 如英国曼彻斯特大学的 Kovács等人 [11]开发的 Vampire, 也能够接收 SMT公式

作为输入, 通过自动推理技术来实现对 SMT公式的证明和求解 [28].

 1.2   一阶逻辑

¬, ∧, ∨, ←, ↔ ∃ ∀
本节简单介绍本文可能涉及的一阶逻辑相关背景的基本概念和符号标记. 其中文字 (literal)、子句 (clause)、

逻辑连接符   以及全称量词  ,   等基本概念本文不再赘述.

F
P S

⊤ ⊥ f g p q x y

s t

前文提到 SMT相比 SAT的主要区别在于考虑“多种数据类型”和相应的一阶逻辑理论, 这里我们定义多种数

据类型记号 (multi-sorted signature) 为如下几种符号集合: 函数符号 (function symbol) 的集合   、谓词符号

(predicate symbol) 的集合  、类型的集合  . 每一种符号都具有一个元数 (arity). 其中 0 元的函数被称为常数

(constant). 我们使用   与   表示 0元谓词 true与 false. 一般用字母  ,   表示函数符号,  ,   表示谓词符号,  ,   表

示变量. 使用符号集合与变量递归定义“项 (term)”, 一般用字母  ,   表示. 当一个项不包含变量时我们称其为基项

(ground term). 一个被解释符号 (interpreted symbol) 是一个意义被定义的函数或谓词. 例如当我们引入等式理论

(equality), 则等号符号“=”是等式理论中的被解释符号.
等式理论 (equality): 在一阶逻辑的语言中加入表示项 (term)相等的二元谓词: “=”. 这里“=”作为被解释符号,

含义由等式理论中的公理所定义. 我们有如下公理.
∀x. x = x1)   (自反性, reflexivity).
∀x,y. x = y→ y = x2)   (对称性, symmetry).
∀x,y,z. x = y∧ y = z→ x = z3)   (传递性, transitivity).

n f ∀x̄, ȳ. (
n
∧
i=1

xi = yi)→ f (x̄) = f (ȳ)4) 对任意正整数   和 n 元函数符号  ,   (函数同余性, function congruence).

n p ∀x̄, ȳ. (
n
∧
i=1

xi = yi)→ p(x̄)↔ p(ȳ)5) 对任意正整数   和 n 元谓词符号  ,   (谓词同余性, predicate congruence).

x̄ (x1, . . . , xn)其中,   表示变量列表  .
M F M ⊨ F F M

F

F ⊨ F n · p p

n ϵ

t|p p = ϵ t|ϵ = t p = i · p′ t = f (t1, . . . , tn) 1 ⩽ i ⩽ n

t|p = ti|p′ f (g(a,b)) f (g(a,b))|ϵ = f (g(a,b)) ϵ f (g(a,b))|1·2·ϵ = b

f (g(a,b)) 1 ·2 · ϵ b f (g(a,b))|1 = g(a,b) g(a,b)|2 = b b|ϵ = b

一个解释 (interpretation)   是公式   的一个模型 (model), 我们记作  , 此时   在模型   中取值为 true.
进一步, 如果 F 存在至少一个模型, 则称其为可满足的; 反之则称其为不可满足的. 对于公式  , 如果所有的解释都

是它的模型, 则称   是有效的 (valid), 记作  . 一个位置 (position)是一个正整数的有限序列, 定义为  , 其中 

是一个位置,   是正整数; 用   表示空序列, 称为根位置 (root position). 位置用于表示项的子项. 设 t 为项, p 为位置,
则 t 在 p 处的子项记作  . 其归纳定义如下: (1) 当   时,  ; (2) 当   且   时, 其中  ,

. 例如对形如   的项, 有  , 表示该项取位置   时得到它自身.  ,
表示对   取位置   得到  , 即  ,  ,  .

θ {x1 7→ t1, . . . , xn 7→ tn} x t

1 ⩽ i, j ⩽ n, i , j xi , x j E Eθ E

xi ti x E E[x] x

t E[·] E[t] s p t s[t]|p
s[t] θ sθ = tθ s t s t

s = f (x,y) t = f (a,z) x y z a f θ = {x 7→ a,y 7→ z}
sθ = f (a,z) tθ = f (a,z) sθ = tθ θ s t s t θ

η µ η = θµ θ s t θ = mgu(s, t)

一个替换 (substitution)   是一个形如   的映射, 其中   和   分别为一阶逻辑理论中的变量和

项, 且对任意  , 有  . 在一个表达式   上, 一个替换的应用 (application)记作  . 这里表达式 

中所有的   都被   所替换. 对依赖某个变量   的表达式  , 我们记作  . 当   被一个洞 (hole) (用于表示一个占位

符) 或一个项   替换时, 我们分别记作   和  . 对项   中某个位置   的子项被   替代时, 可以表示为  , 或简

写做  . 当一个替换   满足   时, 称其为两个项   和   的合一子 (unifier). 此时称   和   为可合一的 (unifiable).
例如两个项   和  , 其中  、 、  是变量,   是常数,   是函数. 定义替换  , 那么应

用替换  ,  , 有  , 则   是   和   的合一子. 对于项   和   的合一子  , 如果他们的每一个合一子

, 都存在一个替换   使得  , 则称这个合一子   为   和   的“most general unifier”, 简称为“mgu”, 即  .
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mgu(s, t)如果两个项是可合一的 (unifiable), 则它们存在一个唯一的 mgu, 写作  .
A R A×A

a R b a, b ∈ A a , b a, b, c ∈ A

a R b b R c a R c A R A R

在集合   上的一个二元关系 (binary relation)   是笛卡尔积   的一个子集. 常见的二元关系如非自反关系

(irreflexive relation): 满足   蕴含对任意  ,  ; 传递关系 (transitive relation): 满足对任意  ,
 且   可推出  . 称集合   上的一个关系   是良基 (well-founded), 当   的所有非空子集都至少有一个 

关系下的最小元.

 1.3   代数数据类型理论

list tree

Σ σd
1, . . . ,σ

d
k f1, . . . , fm

fi : σ1× . . .×σn→ σ0 σ0, . . . ,σn ∈ {σd
1, . . . ,σ

d
k }

fi σd
j fi : σ1× . . .×σn→ σd

j fi : σd
j f j

i fi

is( fi) fi

t ϕ

代数数据类型理论 (下面简称为 ADT理论)是函数式编程与类型论中的重要概念, 在有些文献中也被称为归

纳数据类型或递归数据类型 (inductive or recursive datatype)[4]. ADT理论的公式通常用来编码程序中需要使用递

归定义来描述的数据结构, 例如列表 ( ) 和二叉树 ( ), 以及该数据结构相关的运算. 形式化定义代数数据类

型的符号集    为类型 (sort) 的序列    和构造子 (constructor) 的序列   . 通常将 n 元构造子写作

, 其中  , 将 0元构造子称作常数 (constant)或基础构造子 (base constructor).
若   返回类型  , 例如  , 则写作  . 另外定义选择子 (selector)  , 表示提取一个   -项的第

j 个参数; 定义测试子 (tester)  , 用于决定一个项是否是   -项 (在有些文献中也称为 destructor). 代数数据类型理

论中项   和公式   的语法定义为如下规则.
t ::= x   　　　　　　　　　　　variable

| fi(t̄)　　     　　　　　　　　　　constructor
| f j

i (t)　　   　　　　　　　　　　 selector

ϕ ::= is fi (t)   　　　　　　　　　　tester
| t = t　　      　　　　　　　　　equality
| ϕ∧ϕ | ϕ∨ϕ | ¬ϕ | . . .　　   　　　　Boolean operator

N例 1: 在 ADT理论中递归定义自然数   如下: 

nat := O|s(x) : nat.

α list(α)定义类型   的列表 ( )为: 

list := nil|cons(x : α,y : list),

nat O s p p(s(x)) = x

s(O) s(s(O)) p(s(s(O))) list nil

α x y

cons(x,y) x y cons1 cons2 head tail head(cons(x,y)) = x

tail(cons(x,y)) = y

则   中   为基础构造子,   为一元构造子, 定义选择子  ,  . 则可以定义自然数中的一些基础项, 例如 0
定义为 O, 1定义为  , 2定义为   等. 另外由选择子定义有   等于 1.   中   为基础构造子, cons
为二元构造子, 其两个参数分别为类型为    的    和类型为 list 的   . 在有些文献或表示习惯中也写成中缀表

达式::, 即    等同于   :: . 定义选择子函数    和    (通常写为    和   ), 有   ,
.

α l0 cons(O,nil)

l1 cons(s(O), cons(O,nil)) (l1) = s(O) tail(l1) = cons(O,nil)

若   为 nat 类型, 我们可定义一些自然数的列表, 如空列表 nil, 只有 1个元素 0的列表   为  , 由 1、
0组成的列表   为   等. 且  ,  .

color CList例 2: 我们考虑一个代数数据类型理论中可满足赋值的例子, 如下定义   和   类型:  color := red|green|blue

CList := nil|cons(h : Color, t : CList)
.

color red green blue CList

nil cons nil cons cons : Color×CList→CList head tail

head(cons(h, t)) = h tail(cons(h, t)) = t CList x Color y

于是这里类型   构造子为  、 、 , 它们都是基础构造子, 也称为常数或 0元构造子.   构造

子为    和   , 其中    为基础构造子,   为二元构造子   . 定义    和    为选择

子:  ,  . 若给定类型为   的变量   和类型为   的变量  , 我们可以构建一

个 ADT公式为: 

iscons(x)∧¬(y = blue)∧ (head(x) = red∨ x = cons(y,nil)) (1)

iscons(x) x cons

{x 7→ cons(red,nil),y 7→ green}
其中,   为 tester, 它为 true 当且仅当   是具有   构造子的项. 求解公式 (1), 可以找到一组可满足的赋值

. 具体的 ADT理论公式求解算法将在第 2.2节中进行介绍.

冯维直 等: 带递归定义的 SMT公式求解技术综述 513



 1.4   Superposition 演算

Superposition演算是定理证明系统中最主流的推理系统 (inference system)[8,11,27]之一. 定理证明问题可以视作

由特定理论下的一组公理 (axiom)和一个待证明的断言 (conjecture)组成.
推理 (inference): 大多数定理证明器基于一个推理系统来自动地化简和生成公式. 这一过程被称为推理

(inference), 由如下的规则 (rule)表示: 

F1,F2, . . . ,Fn

G
,

F1,F2, . . . ,Fn其中,   被称为前件 (premise), G 被称为推理的结论 (conclusion). 没有前件的推理称为公理 (axiom). 一
些推理规则的集合构成一个推理系统 (inference system). 在推理系统中作为输入的公式通常为合取范式 (clausal
normal form, CNF). 一般用 cnf(F)来表示将公式 F 转为 CNF形式的子句集合.

/F1,F2, . . . ,Fn

G
F1

化简 (simplifying): 当一个或多个前件因为他们对给出结论冗余, 能够从公式集合中去掉时, 称这个操作为化

简 (simplify): 如   表示可将前件中的   消去.

合理和完备 (sound & complete): 当一个推理规则的结论在逻辑上由它的前件推出, 则该规则被称为合理的

(sound), 当一个推理系统的所有规则都是合理的, 则称这个推理系统为合理的; 当一个推理系统所有有效的公式集

合都能在该系统中被证明为 true, 则该推理系统被称为完备的 (complete).

⊥反证完备 (refutationally complete): 我们称在推理系统中结论为否定 (一般用   表示)的推理为“反证 (refutation)”.
反证完备指对任意不满足的公式集合, 都可以推理出空子句.

化简序 (simplification ordering): 在对 superposition推理系统的具体推理规则进行介绍前, 我们首先引入化简

序 (simplification ordering)概念. 化简序是通过在推理系统中引入一个“优先级”来在指导推理过程中如何选择和

化简子句: 选择子句指的是决定推理过程中需要被优先处理哪些子句, 化简子句指的是如何基于一些规则来删除

冗余子句或者简化复杂子句, 从而减少搜索空间.
≻ l r l ≻ r

l = r ≻ ≻
t0, . . . , tn t0 ≻ t1 ≻ . . . ≻ tn ≻ l ≻ r s s[l] ≻ s[r] ≻

l ≻ r θ lθ ≻ rθ ≻ r l l , r l ≻ r

我们用符号   来表示化简序, 并将其扩展到文字、子句和等式上. 一个等式两边的   和  , 如果有  , 则它们

的方向为   . 项上的一个序    若满足以下 4 种性质, 则称之为化简序: 1)   是良基的, 即存在项的有限序列

, 使得  . 2)   是单调的, 即如果  , 那么对任意项  ,  . 3)   在替换下保持稳定, 即如

果  , 那么对任意替换  ,  . 4)   具有子项性质, 如果   是   的子项, 且  , 那么  . 定义化简序的直观意

义是为了描述表达式之间“谁更加简单”, 从而更适合被推理系统优先处理.

f (a,b) f (a,c) a ≻ b ≻ c

f (a,b) ≻ f (a,c)

例如当使用字典序作为化简序时, 基于符号字母顺序来定义序关系, 对于项   和项  , 字典序  ,
因此  .

一种常用的化简序是 KBO (Knuth-Bendix ordering), 它基于权重和符号优先级. 预先定义符号的权重和优先

级, 先比较权重, 相同时再比较符号优先级来确定项之间的化简序.

f > g > a > b > c w( f ) = 2 w(g) = w(a) = w(b) = w(c) = 1 f

f (a,b) g(g(c)) w( f (a,b)) = w( f )+w(a)+w(b) = 4 w(g(g(c))) = w(g)+w(g)+

w(c) = 3 f (a,b) ≻ g(g(c))

例如定义符号优先级  , 权重  ,  , 表示令二元函数   的权重

要大于一元函数和常量. 那么对于项   和  ,  , 
, 于是  .

Sup Sup Sup

Superposition 演算: 大多数现代一阶定理证明器使用 superposition 演算作为他们的推理系统, 通常将 super-
position推理系统简称为  .   是合理 (sound)且反证完备 (refutationally complete)的.   基于反证法来证明

公式成立, 称为 saturation-based proof search过程 (将在第 3.1节进行介绍).

Sup   推理系统的核心规则是 superposition 规则, 该规则最早提出是为了扩展归结 (resolution)规则, 引入基于

等式的重写操作来化简公式. Superposition名称的来源没有官方公认的说法, 原词字面意思是“叠加”或“重叠”, 可
能是由于 superposition规则一般通过“等式理论”, 将公式项中某一位置的子项替换为另一个项, 然后基于归结原

理进行推理. 这一个操作是多个步骤的叠加, 也是将信息重叠到逻辑公式中某一位置的项进行传递.
Superposition演算的推理规则如下.
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Sup   推理系统一般包含如下推理规则: superposition 规则 (Sup)、binary resolution 规则 (Bin)、 equality
resolution规则 (ER)等. 这里我们简单介绍这些规则对应的推理公式.

A∨C ¬B∨D
(C∨D)θ

(Bin) θ A B● Binary resolution规则:  , 其中   是   和   的 mgu.

l , r∨C
Cθ

(ER) θ l r● Equality resolution规则:  , 其中   是   和   的 mgu.

l = r∨C t[s] = u∨D
(t[r] = u∨C∨D)θ

(Sup1),
l = r∨C t[s] , u∨D

(t[r] , u∨C∨D)θ
(Sup2),

l = r∨C L[s]∨D
(L[r]∨C∨D)θ

(Sup3),

θ l s lθ ≻ rθ t[s]θ ≻ uθ L

● Superposition规则:        其中

 是   和   的 mgu,  ,   且   不是等式.
l = r ����C[lθ]∨D

C[rθ]∨D
(Dem) lθ ≻ rθ C[lθ]∨D ≻ lθ = rθ● Demodulation 规则:  , 其中    且   . 这一条规则是化简规则, 是

superposition规则的一个特例.
这里我们给出一些直观解释来理解上述规则.

A B

Aθ = Bθ Aθ (¬B)θ (C∨D)θ

Binary resolution 规则, 即归结规则 (或翻译为消解规则), 是一种基本的推理规则, 表示若   和   存在合一子

替换, 由于  , 那么可以将   和   消解, 于是   必然成立.

l , r∨C

C l , r l , r lθ , rθ l r θ lθ = rθ

Cθ

Equality resolution 规则类似归结规则, 但它引入了等式符号. 该规则比较简单: 如果   成立, 那么对任

意模型, 要么   成立, 要么   成立. 如果   成立, 那么   成立, 若   和   存在 mgu 为  , 那么  , 出现矛

盾. 于是此时必然有   成立.

l = r t[s] = u s t

t = u s l θ lθ = sθ

C D l = r t[s] = u sθ = lθ s θ

sθ = lθ = rθ t[s]θ = t[r]θ t[r]θ = uθ (t[r] = u)θ C D

C D t s l = r

Superposition 规则以 Sup1 为例, 它通过等式   来做重写. 等式   表示某个位置的子项为   的项  , 有
. 如果   和   是可合一的, 存在 mgu 为  , 即  . 该规则表示如下推理: 对前提子句的任意模型, 如果上下文

 和    都是 false, 那么必然有    和    同时为 true. 由于   , 那么将    用    替换后, 基于等式关系有

. 于是  , 从而  , 即   在   和   都为 false时必然为 true. 这一个规则可以被视

作一种有条件重写 (conditional rewriting), 即假设   和   均为 false时,   的子项   可被   重写. Superposition规
则可以认为是提供了一种应用等式关系和变量替换来对原公式中的子句进行化简和消去的方法.

基于推理系统对公式进行证明需要一个合适的算法来进行反证的过程, 即如何在前提条件构成的搜索空间中

组织对空子句的搜索. 进行证明推导一般使用 saturation-based proof search 推理框架, 我们将在第 3.1 节中进行

介绍.

 1.5   在 SMT 中表示带有递归定义函数的问题

对于带有递归定义函数的程序验证问题, 传统方法是通过程序分析技术来处理递归定义, 生成尽可能简单的

SMT公式 (一般为无量词不包含递归函数定义的简单公式)交给底层 SMT求解器进行求解 (在本文第 4.5 节将对

这类方法进行介绍). 近些年来, 研究者开始关注直接在求解器中处理带有递归结构的 SMT公式.

list x

0 ∀x : list. len(x) ⩾ 0

基于 SMTLIB 标准语法对递归定义函数进行表示, 通常是将函数体表示为全称量词和未解释函数组成的公

理断言. 从 2016年开始, SMTLIB标准语法支持使用 define-fun-rec直接定义递归函数, 下面分别展示使用公理断

言和 define-fun-rec在 SMT公式中表示递归定义函数的例子, 并假设待验证性质为对任意   类型的参数  , 其长

度大于等于  , 即  . 在本文的例子中我们两种写法都会有所涉及.

list list = nil|
cons(head : int, tail : list) list len : list→ int

使用公理表示递归定义函数: 例如我们在 SMT 的 ADT 理论中定义    类型: declare-datatypes 
. 然后在 SMT中定义   类型的长度函数  , 使用 SMTLIB标准格式进行公理

定义如下.

1 (declare-fun len(list))
2 (assert (= (len nil) 0))
3 (assert ((forall ((x Int) (y Int)) (= (len(cons x y)) (+ (len y) 1)))))
4 (assert (not ((forall (x list) (>= (len x) 0)))))
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list使用 define-fun-rec表示递归定义函数: 同样定义   类型的长度函数, 可以表示如下.

1 (declare-fun-rec len
2　 ((x list)) Int
3　　 (match x
4 　　　((nil 0)
5 　　　((cons x y) (+ (len y) 1))
6 　　)))
7 (assert (not ((forall (x list) (>= (len x) 0)))))

nil len L L Int x list y L = cons x y L

y

以上两种表示方法均为分别从递归函数的基本情况 (base case)和递归情况 (recursive case)进行构造. 表示令

空列表   的长度   为 0, 对任意列表  , 当   由类型为   的   和类型为   的   构造时, 即   时,   的

长度为   加 1. 并对待验证公式取反, 当 SMT求解返回不可满足时, 则表示原性质必然成立.
SMT求解器对于 define-fun-rec的函数定义会采取一些特定的策略进行求解, 如 Z3对于使用 define-fun的函

数定义更倾向于“eager”的展开策略, 将所有对应函数的出现用函数体进行代换; 而对于 define-fun-rec则更倾向先

作为未解释函数进行保留. 如 cvc5实现了针对递归定义函数的求解优化选项“--fmf-fun”, 对于 define-fun-rec的递

归定义函数生效, 该技术主要用于找到可满足模型, 下文将进行详细介绍.

list ψ := ∀x. len(x) ⩾ 0 list

对于带递归定义的 SMT公式求解, 待验证断言通常用带全称量词的 SMT公式表示, 例如若希望验证对任意

 类型, 其长度均大于等于 0, 则待验证断言表示为  . 其中 x 类型为  . 主流工作分为两类: 一
类是基于 SMT求解器的验证工具, 需要先将待验证公式取反, 然后使用 SMT求解器求解, 若返回 SAT, 则表明存

在一组赋值使该断言不成立, 即存在一组反例; 若返回 UNSAT, 则证明原公式成立. 另一类也是基于自动定理证明

系统, 待验证断言作为结论, 若能够在证明系统中推理出该结论, 则成功证明.

T

由于递归定义的结构, 待验证公式的验证往往依赖于归纳推理等技术, 因此在 SMT求解器或定理证明系统中引

入归纳推理能力是该领域的研究重点, 目前的主要工作可以分为两类: 一类是基于 SMT 求解的 DPLL( ) 框架, 在
全称量词实例化的过程中对公式进行归纳增强, 并结合子目标生成技术提高求解效率; 另一类是在自动定理证明器

的证明系统中引入归纳推理规则, 基于自动定理证明系统对 SMT公式进行验证. 下面我们分别对两类工作进行介绍.

 2   SMT 求解器递归定义求解技术

基于 SMT 求解算法验证带递归定义公式的技术包括验证技术 (即返回 UNSAT 求解进行证明) 和找错技术

(即找到可满足解返回 SAT). 基于 SMT求解的框架, cvc5在求解带递归定义函数的 SMT问题时可以利用现代求

解器在代数数据类型和整数等背景理论下的高效求解能力. 本节将先介绍用于递归函数问题返回 UNSAT的归纳

定义增强和引理生成技术, 然后简要介绍和讨论用于递归函数问题返回 SAT的模型寻找方法.

 2.1   DPLL(T) 判定算法

DPLL(T)是目前 SMT求解的主流判定算法. 它由用于推理特定理论背景可满足性的理论求解器和基于 DPLL
算法来高效推理命题逻辑可满足性的 SAT 求解器组成. 由于求解时先将 SMT 公式视作 SAT 公式进行求解, “按
需”使用理论求解器, 因此该方法被称为 lazy方法.

φin quant_elim get_model

F F none F

A A ⊨ F check_satT T Σ

ψ ψ µ

φ (φa)c = φ

DPLL(T) 伪代码如算法 1. 其中输入为公式  .   为量词消去函数.   表示基于 DPLL 算法

的 SAT求解器, 它接受一个命题逻辑公式   作为输入, 如果   不可满足则返回空 ( ); 如果   可满足则返回一

个可满足文字的合取子句  , 使得  .   表示背景理论   的求解器, 它接受一个符号表   中文字的合取

子句   作为输入, 返回可满足或   中不可满足文字的合取子句  . 算法中上标为 c, 如第 8行 Ac, 和上标为 a, 如第

2行 φa, 分别表示具体化 (concretization)和抽象化 (abstraction)函数, 其中抽象化函数将一个带背景理论的无量词

SMT公式   映射到命题逻辑公式, 具体化表示抽象化函数的逆函数, 即  . 算法原理是先将原公式做量词消
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去得到无量词公式, 然后将其抽象为命题逻辑公式, 判断其可满足性, 如果不可满足则原公式不可满足, 如果可满

足则通过理论求解器检查背景理论是否可满足. 由于现代 SAT求解算法的发展, 许多优化技术可以极大提升 SAT
判定的效率, 因此 DPLL(T)算法优先进行 SAT判定, 必要时才进行难度更高的背景理论判定.

算法 1. DPLL(T) 算法基本框架.

φin Σ输入: 一个背景理论 T 的公式  , 符号表为  ;
φin输出: 当   在背景理论 T 下可满足, 则输出 SAT, 否则输出 UNSAT.

φ := quant_elim(φin)1. 
F := φa2. 

3. while true do
A := get_model(F)4. 　 

A == none5.　 if   then
6.　　 return UNSAT
7. 　else

µ := check_satT (Ac)8.　　 
µ == SAT9. 　　if   then

10.　　　 return SAT
11. 　  else

F := F ∧¬µa12.　　　 
13. 　  end
14. 　end
15. end

DPLL 算法: 这里我们简单介绍 SAT 判定的 DPLL 算法. DPLL 算法得名于该算法发明人: Davis-Putnam-
Logemann-Loveland. 它的基本思路可以理解为通过不断地尝试给变量赋值, 在发现冲突 (即某一个赋值使得公式

出现矛盾)时回溯, 逐步缩小搜索空间, 最终找到满足布尔公式的解或证明原公式不可满足. 20世纪 90年代开始,
在 DPLL 框架上涌现出许多优化技术, 极大提升了算法效率. 最显著一个优化是被称为冲突子句学习 (conflict
driven clause learning, CDCL)的技术. 它相比 DPLL框架最大的区别在于对冲突分析和回溯的技术. 当它发现冲突

时, 不会简单回溯尝试其他赋值, 而是从冲突中学习一个新的子句, 将该子句添加到原问题公式中, 从而避免未来

出现类似冲突, 减少搜索空间. 另外 CDCL 算法优化了原来根据决策变量顺序回溯的机制, 而是根据冲突分析进

行计算, 基于学习到的子句直接跳到导致冲突的决策层.

 2.2   代数数据类型理论的判定算法

本节主要介绍无量词代数数据类型理论的判定算法. 公式只含有代数数据类型中的构造子、选择子等符号.
即本节研究的问题中待求解公式的形式如例 2中的公式 (1).

目前主流 SMT求解器对无量词 ADT公式的基本求解框架是先对 ADT公式的结构进行展平, 逐步猜测变量

对应构造子, 然后构建同余闭包进行判定. 在实现中一般采用一些启发式优化策略, 在猜测对应构造子、消去选择

子等基本结构这些过程中进行剪枝, 从而缩减由于复杂结构带来的搜索空间爆炸问题. 但面对公式规模较大且包

含多种数据类型的情况时求解效率依然有限. 下面具体介绍相关算法.
对于无量词代数数据类型理论公式的判定, 最早由 Oppen等人 [2,29]在 1980年提出了一种线性时间判定算法,

通过代数数据类型公式构造有向图, 计算图中节点的同余闭包 (congruence closure) 从而得到公式中相关项 (term)
的等价关系来进行判定, 但该算法只适用于单个归纳数据类型且带有单个构造子 (constructor)的递归定义数据结构.

对于更一般的问题, 如允许互递归数据类型以及数据类型中包含多个构造子的情况, 其判定问题被证明是
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NP完全的 [29], 对于该问题, Barrett等人 [3] 于 2007年在 Oppen判定算法的基础上提出了一种有效的判定算法, 该
方法首先展平公式子句, 对展平得到的子项, 当其数据类型定义包含多个构造子的情况, 猜测其对应的顶层构造

子, 逐步地构建约束变量值, 当发现不一致 (inconsistency)时则回溯, 然后尝试不同的构造子直到判定约束满足或

无法再选择, 且为了进一步提升计算效率, 算法中引入了启发式策略来优化顶层构造子的猜测来进行剪枝. 该方法

目前已经成为 SMT求解器对于代数数据类型理论的基本判定方法.
list例 3: 我们用一个简单的例子来解释代数数据类型理论求解基本算法的思路. 假设在   类型上有如下公理:  ∀x,y. head(cons(x,y)) = x

∀x,y. tail(cons(x,y)) = y
,

cons head tail φ l = cons(u,v)∧ cons(head(l), tail(l)) , l

l = cons(u,v) {cons(u,v), l}
{head(l),u} {tail(l),v} cons(u,v) cons(head(l), tail(l)) cons(u,v) =

cons(head(l), tail(l)) cons(head(l), tail(l)) , l

其中,   是构造子,   和   是选择子. 待求解公式   是  . 那么一个判定过程

是基于上述公理构造同余闭包来逐步判断项的等价关系. 首先由   和公理, 我们有等价类  、

、 . 于是由同余关系, 应该有    和    在同一等价类中, 即  

, 这与   矛盾. 于是待求解公式为不可满足的 (UNSAT) .
Reynolds 等人 [4]对 Barrett 等人 [3]的方法进一步扩展, 引入一种统一的判定算法, 用于同时支持数据类型

(datatype)理论和对偶数据类型 (codatatype)理论求解.
由于 DPLL(T)框架在求解 ADT问题时, 算法中学习到的引理子句可能存在选择子 (selector), 但每个选择子

只与一个构造子相关联, 这将造成学习到的引理子句通用性较差, 针对这一问题, Reynolds等人 [5]提出共享选择子

(shared selector)理论用于减少判定过程中项的计算数量, 从而加速求解时间, 但实验表明该方法的适用性不够强,
尽管可以显著提升语义引导合成 (SyGus)问题相关的求解效率, 但对于更一般且公式规模增大的测例集, 该方法

提升效果有限.
上述这些经典的判定方法主要基于 SMT求解 lazy方法, 近年来, 有一些研究者考虑通过 eager方法来求解代

数数据类型公式 [6,7]. Hojjat 等人 [6]提出将代数数据类型公式归约到等价的未解释函数和线性算术理论公式的方

法, 并实现在 Princess求解器中; 类似的, Shah等人 [7]将代数数据类型公式归约到等价的未解释函数理论的公式进

行求解, 但使用与 Hojjat等人 [6]不同的归约技术去避免引入线性算术理论造成的求解困难, 他们的方法相对传统方法

在实验效果上具有一些提升, 但对于包含互递归定义以及多种类型定义且长度较大的复杂公式, 该方法与现有

state-of-the-art的 SMT求解器 Z3、cvc5和 Princess均表现出求解困难, 表明现有的代数数据类型理论求解方法在

可扩展性和求解效率上依然存在较大提升空间 [7].

 2.3   归纳推理增强技术

下面我们介绍基于引理生成的归纳推理增强技术. 带有递归定义函数的问题求解效率十分依赖于在求解方法

中引入的归纳推理模式和引理生成技术的效率. 本节首先介绍在量词消去过程中引入归纳推理模式的方法. 第
2.4节我们将介绍辅助证明的引理生成技术.

list为了便于理解, 例 4中我们用更接近数学语言的写法替代 SMT语法, 表示上文中对   定义的长度函数.
len : list→ Int例 4: 假设长度函数  :   len(nil) = 0 (A1)

∀x,y. len(cons(x,y)) = 1+ len(y) (A2)
,

ψ := ∀x. len(x) ⩾ 0要证明断言  .

F := {A1,A2,¬ψ} F ψ

F ψ

为证明断言成立, 我们求解   的可满足性, 若   可满足, 表示我们找到一个使断言   不成立的反

例, 若   不可满足, 表示我们证明断言   成立.

(∀x. P(x))∨¬P(k) k

SMT求解器处理上述问题首先会调用量词消去模块, 对于全称量词, 一般基于 instantiation (实例化)技术; 对
于存在量词, 则一般基于 Skolemization (斯科伦化) 技术 [30]. 由于待验证断言是一个否定的全称量词公式 (SMT
求解器中一般基于德摩根律将其转换为存在量词公式), SMT 求解器首先会尝试使用 斯科伦化技术对其进行

量词消去: 首先可推出引理   , 这里    是一个常数 (这一引理的成立直观上可以理解为等价于
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∃¬P(x)→¬P(k) ¬∀x. P(x) ¬P(k) k

¬P(k) F ¬P(k)

¬P(k)

¬P(k)

, 这里不展开介绍). 对    进行斯科伦化, 得到   , 称    为斯科伦 (Skolem) 常数. 然后

 将被加入   中, 为便于讨论, 我们假设这里   已经是一个无量词公式. 于是 SMT求解器将尝试调用内置

决策过程求解   的可满足性. 而在例 4中我们将看到在没有引入归纳推理能力时, SMT求解器无法完成对该

问题中   的求解.

ψ F := {A1,A2,¬ψ,¬len(k) ⩾ 0} {A1,¬len(k) ⩾ 0}
k = cons(h, t) len(k) = −1 k h t list

−1 A2 len(cons(h, t)) = 1+ len(t) len(t) = −2

hh tt t = cons(hh, tt) len(t) = 1+ len(tt) len(tt) = −3

一个失败的推理过程: 对   进行斯科伦化之后得到公式集合  . 由  ,
SMT 求解器找到一个模型   且  . 这里表示   是一个由   与   构造的类型为   的常数, 且长

度为  . 将这一模型代入   进行实例化, 得到  . 于是  . 再一次进行实例化, 将会

得到存在   和  , 使得  , 且  . 从而  . 这一过程将会无限循环进行, 使求解

失败. 其原因在于当带量词的代数数据类型理论公式为 false 时, SMT 进行判定的公理模型是不标准模型 (non-
standard model), 即 SMT求解器中包含的相关理论公理不足以满足我们对形如例 4的问题进行证明.

归纳推理增强: 在 Reynolds等人 [31]通过对斯科伦化过程中引入归纳推理增强来解决上述问题. 假设当前类型

的公式项存在一个良基序 (well-founded ordering) R, 那么存在 k, 使如下公式成立: 

(∀x. P(x))∨ (¬P(k)∧∀x. (R(x,k)→ P(x))) (2)

∀x. R((x,k)→ P(x)) ¬P(k) R此时称   是   基于   的归纳增强 (inductive strengthening).
这一归纳增强方法可以视作将一种归纳模式 (induction schema)引入 SMT求解过程. 公式成立的具体证明过

程可参考文献 [31]第 2节 Remark 1.

¬P(y)

y0 y0 y0,y1, . . . ∈ S

R(yi+1,yi) yn yn ¬P(k)

yn ∀x. (R(x,k)→ P(x))

从直观上看, 若对任意 x, P(x)成立, 则公式 (2)成立; 否则存在 y 使得 P(y)不成立, 即  . 我们假设所有这

样的 y 构成集合 S, 则 S 不为空集, 对 S 中任意的一个元素  , 考虑从   出发的极大良基关系序列  , 其
中任意下标 i, 满足  . 那么由良基关系, 该序列必然是有限的, 令其在某个   终止. 那么令 k 为  , 满足  ,
且由于   是序列中最后一个元素, 满足  .

R

s t R(s, t) s t

s t R(s, t) 0 ⩽ s ⩽ t

s t R(s, t) s t

list tail s t R(s, t) 0 ⩽ s = t−1

通常在 SMT 求解中根据待求解公式的背景理论, 有两种典型的良基关系   被使用: 在代数数据类型理论中,
对于代数数据类型的项   与  ,   当且仅当   是   的子项. 这对应使用结构归纳法的求解模式. 在整数理论中, 对
于整数   和  , 则通常   当且仅当  . 这对应使用数学归纳法的求解模式. 为了简化求解, 在实际的 SMT
求解器 cvc5中, 实现了弱归纳法的求解模式: 对于代数数据类型的项   和  ,   当且仅当   是   的直接子项, 例
如   类型中的   项与原项. 对于整数   和  , 则   当且仅当  .

ψ ¬len(k) ⩾ 0∧∀y. (y =

tail(k)→ len(y) ⩾ 0) len(k) < 0∧ len(tail(k)) ⩾ 0 A2 len(tail(k)) < len(k)

ψ

成功求解例 4: 引入归纳推理增强之后, 例 4 可以被成功求解. 此时对于  , 将产生公式 

. 该公式化简为  . 而由   可推知  . 于是矛盾, 求解器

返回 UNSAT, 原命题   得证.

 2.4   辅助证明引理生成技术

我们分别介绍目前 SMT求解器 cvc5中所实现的证明引理生成技术和近年来提出的其他引理生成技术.
 2.4.1    cvc5求解器引理生成技术

ψ φ1

φ1 φ1 φ1 ψ

尽管在 SMT求解的量词消去过程中引入归纳推理增强可以成功解决例 4, 但实际在许多情况下, 只引入归纳

推理增强依然不足以完成公式求解, 还需要结合启发式的子目标生成技术自动在公理集合中引入“中间引理”或
“子目标”来完成求解. 这一过程类似于程序验证问题中为循环程序引入循环不变式, 或补充前置或后置条件, 可以

视作一种对原已有条件的加强. 如何更好地自动生成引理以辅助 SMT公式的求解是领域内一个重点研究方向, 在
第 3 节将对现有的重点方法进行梳理和介绍. 这里我们介绍 Reynolds 等人 [31]的子目标生成方法, 该方法实现在

cvc5求解器中. 通过自动生成子目标来证明待验证公式   的基本思路如下: 1)首先确定相关 (relevant)子目标  .
2) 证明   成立. 3) 将   放入前提公式集合, 在   成立的前提下证明  .

∀x. f (x) = g(x)

¬∀x. f (x) = g(x)∨∀x. f (x) = g(x) ¬∀x. f (x) = g(x) ∀x. f (x) = g(x)

实际的 SMT 求解过程在找到一个相关子目标   之后, 会在公式集合中加入分离引理 (splitting
lemma):  . 然后分别考虑    和    两种可能分支的情况.
在进行子目标生成时, Reynolds等人 [31]的基本方法是先基于已知符号枚举可能的公式, 然后通过启发式过滤方法
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来寻找相关子目标公式, 此时枚举的候选公式中剩下的公式称为被过滤 (filtered)公式. 下面分别介绍枚举的基本

方法和过滤候选公式的启发式技术.
f (g(x,y))

x y f g(x,y) f (g(x,y)) g(x, f (x)) f g x

∀x̄. f (x̄) = g(x̄) max(size( f (x̄)), size(g(x̄))) φ1 = ∀x,y. f (g(x,y)) = h( f (x), f (y))

f (x) f (y) h φ1

n S n n S R
n ⊆ S n

n

n

枚举子目标公式: 首先定义公式项的 size 为项中函数应用次数加上重复变量的数量. 例如对于  , 函数

g 作用于参数   与  ,   作用于  , 没有重复变量, 则   的 size 为 2. 而  , 出现函数   和  , 且   重复

出现, 于是 size 为 3. 令形如   的 size 是  . 例如  ,
左边的 size 为 2, 右边   和   两次函数应用, 加上函数  , size 为 3, 于是   的 size 为 3. 从 size 为 0开始, 对 size
为   枚举所有可能的子目标集合  , 称其为候选子目标集合. 对每个  , 通过启发式技术确定一个子集  ,
称该子集为相关子集, 剩下的公式集合称为被过滤子集. 随着   增长不断构造相关子集作为子目标引理, 用于辅助

归纳推理, 直到达到某个固定的   的上界 (实际中一般使用 3). 下面介绍 Reynolds等人 [31]所使用的过滤技术.
过滤候选子目标: 主要有 3种启发式过滤技术.

t M Σ

Σ s t = s t M

f (t1, . . . , tn) ti f M

Σ t s t M (t = s)σ σ

t

Σ k Σ′

Σ′

Σ′

Σ

1) 基于激活断言 (active conjecture)过滤. 对于一个项   如果对当前的文字集合   和原问题符号表  , 可以推

出存在某些    中的项   , 使得   , 则称    是非激活的 (inactive), 否则为激活的 (active). 在    中出现的形如

 的项, 若其中至少有一个项   是激活的, 则称这个   项为   中基础相关 (ground-relevant) 的项. 如果一

个   中的项   能够被泛化为一个基础相关项  , 则称   是相关项, 这里的泛化指在   中可推出   成立,   是某

个将   中自由变量映射为基项的替换. 最后在枚举生成候选子目标的过程中, 只保留相关的项. 进行这一步过滤的

直观是对原命题进行斯科伦化后会在原问题的符号表   中引入斯科伦常数  , 构成扩展符号表  . 此时原问题的

公理和 SMT 对应的代数数据类型或整数背景理论无法推导扩展后的符号表   所构成的公式. 基于这一观察, 在
进行过滤时应该尽可能生成仅可泛化到扩展符号表   项的候选子目标, 尤其是那些无法在当前上下文中推出等

价于原符号表   项的子目标公式.
T nat list Σ plus

app rev sum A
例 5: 考虑代数数据类型和等式的混合理论  . 定义了数据类型   和  . 并假设符号表   中包含函数  、

、  和   分别表示自然数的加法、对列表添加元素、列表的反转以及将列表的元素求和. 令   是这些函

数上的公理, 包括:  sum(nil) = O

∀x,y. sum(cons(x,y)) = plus(x, sum(y))
,

ψ := ∀x. sum(rev(x)) = sum(x)要证明断言  .
¬ψ ¬sum(rev(k)) = k k

M = {sum(k) = O, sum(rev(k)) = s(O),rev(k) = nil} M k = x

k sum(k) sum(x) sum(k) sum(x)

M rev(k) = nil sum(rev(k))

sum(rev(x)) ∀x. sum(rev(x)) = t t

那么在例 5中, 对   进行斯科伦化得到  ,   为斯科伦常数. 要证明例 5实际上需要生成合适

的子目标公式, 这里我们暂时不介绍整个具体的求解过程, 而是以本例介绍过滤技术的相关概念. 假设在求解的某

个阶段, 得到当前上下文子句集合为  . 此时在   中没有形如 

的公式,   是激活的项, 那么   是基础相关项, 由于   可以泛化为  , 则   是相关项. 在候选子

目标中包括这一项的公式将会保留. 而由于   中有   这一公式, 那么   不是基础相关项, 于是

 不是相关项. 那么形如  , 其中   表示任意项, 这样的候选子目标将会被过滤. 直观上我

们可以理解为这些形如被过滤的子目标的公式可以轻易地在判定过程中由当前上下文推出, 而无需作为专门的子

目标公式引入.

Σ U U U∗

{t1, . . . , tn} i, j ∈ {1, . . . ,n} ∀[FV(ti)∪FV(t j)]. ti = t j

U∗

U∗

2) 基于规范性 (canonicity)过滤. 这一技术的直观是将 SMT求解器中对等式理论和代数数据类型理论基于同

余闭包对公式中的项划分等价类进行推导的方法进行扩展. 通过构造等价类的方式来过滤同一等价类中多余的

项. 假设当前上下文 M 中的一个由非基础 (non-ground)的   项组成的等式集合  . 维护一个   上的同余闭包  ,
其中的每一个等价类  , 对任意   有  . 在每个等价类中选择一个具有最

小 size 的项, 令其为代表项 (representative term). 称   中的一个项是规范的 (canonical)当且仅当它是其中一个等

价类的代表项, 称其为不规范 (non-canonical)当且仅当它在   中且不是代表项. 那么在枚举候选子目标时, 对于

那些包含至少一个不规范 (non-canonical)子项的子目标, 将会被过滤掉.
M = {∀x. app(x,nil) = x} U = {app(x,nil) = x} U∗

{x,app(x,nil)} {nil} φ := ∀x. rev(app(rev(x),nil)) = x φ

例 6: 假设上下文  . 可以构造等式集合  , 于是同余闭包   包含两个

等价类   和  . 假设对某一个候选子目标  . 引入   中的所有子项, 同
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U∗ {rev(x)} {app(rev(x),nil)} {rev(app(rev(x),nil))} app(rev(x),nil) app(x,nil)

σ := {x 7→ rev(x)} app(x,nil) = x {rev(x)} {app(rev(x),nil)} rev(x)

app(rev(x),nil) φ M φ

ψ = ∀x. rev(rev(x)) = x φ ψ φ

余闭包   会增加等价类  ,   和  . 由于   可由   进

行替换   得到, 且  . 可将   与   进行合并, 合并后代表项是  .
于是   成为不规范 (non-canonical)项, 从而子目标   在   中可被过滤. 事实上由于等价类关系,   等

价于  , 因此   被认为是冗余的候选子公式, 在生成中更倾向于保留   来替代  .

M ∀x̄. f (x̄) = g(x̄)

M ¬( f (x̄) = g(x̄))σ x̄ σ

∀x̄. f (x̄) = g(x̄) M

φ

φ ( f (x̄) = g(x̄))σ M

φ

3) 基于基础事实 (ground fact)过滤. 这一技术的直观思路是通过找到在当前上下文中可以推出的反例实例来

确定对应的候选子公式是否成立. 即对于   中候选子公式   是否成立, 可通过考虑它的实例是否为

假来判定, 如果   推出   对某个   上将自由变量替换为基项的替换   (称其为基础替换 grounding-
substitution, 替换后的实例称为基础实例 ground-instance)成立, 那么显然有   在   中不成立. 又由于

对公式  , 即使它在当前上下文中有反例, 但当上下文公式更新后, 可能并不包含这一反例, 因此对于某个候选子

公式  , 当它的任意基础替换得到的实例   都不能在   中推出, 或只有少于某个设定的常数数量的实

例可被推出, 也会将   进行过滤.
M = {sum(cons(O,k)) = plus(O, sum(k)), plus(O, sum(k)) = sum(k)} φ :=

∀x. sum(x) = s(O) φ φ M φ

φ

例 7: 假设当前上下文  . 对于候选子公式 

. 由于   的任意基础替换得到的实例都不成立. 即使   没有在   中为 false的基础实例, 但由于 

的任意基础实例都不会被推出, 于是   将被过滤.
上述 3种过滤技术被实现在求解器 cvc5中, 用于辅助归纳推理增强技术, 通过 cvc5的选项“--quant-ind”调用,

可以较为有效地证明形式相对简单的递归函数问题. 但由于用于归纳增强的归纳模式较为简单, 这一方法无法较

好地处理形式更复杂的递归函数问题, 例如归纳基础需要考虑变量而不是常数时以及归纳定义不是简单的直接子

项时, 均无法有效完成证明. 近年来有许多工作基于 superposition推理系统, 在自动定理证明器的推导中引入更复

杂的归纳模式, 使其可以处理递归定义更复杂的问题; 另外也有许多工作专注于提出各种子目标生成方法来更好

地在求解中生成有用的子公式从而提高命题公式求解能力. 这些技术将在后面的章节进行介绍.
 2.4.2    其他子目标生成技术

在第 2.3 和 2.4.1 节中我们所介绍的技术是目前实现在主流 SMT 工具 cvc5 中的归纳推理和引理生成技术.
实际上还有许多方法/工具关注递归定义函数问题的求解, 包括 Scala的程序验证工具 Leon/Stainless[32–34]、交互式

定理证明器 Coq, Isabelle/HOL[35]、半自动定理证明工具 ACL2[36]、自动定理证明工具 Zeno等. 这些工具所支持

的输入形式一般是基于归纳类型构建的纯函数式语言, 如 haskell等, 对这种语言的程序进行推理天然依赖归纳推

理技术. 其中有些工具依赖用户手动提供归纳推理过程, 如 Leon/Stainless和 Coq等, 而有些工具如 Zeno[37]则实现

了自动的归纳推理. 由于这些技术主要属于程序分析/验证的层次, 且有些基于重写的证明系统与能进行 SMT求

解的求解/推理系统具有较大区别, 为了更明确本文关注的主要问题, 不将主题范围过于扩大, 本文将不对上述技

术做详细介绍. 但这些工作中有些为求解递归定义函数的问题提出了比较通用的自动子目标生成技术, 可以在原

理上为带递归定义的 SMT自动化证明提供一些启发思路, 因此下面我们简要对相关技术进行介绍和梳理.
基于泛化 (generalization)生成辅助引理: 这一方法通常在基于推理系统的定理证明器中使用. 对于一个子目

标, 当无法直接证明时, 考虑引入一个假设, 或尝试将目标进行泛化. 对一个公式进行泛化, 即将原公式中的某些固

定子项用变量替换, 实际使用中需要通过一些启发式技术, 例如选取最小公共子项、反例检查等, 来选取合适的用

于泛化的子项, 并尽量避免过泛化 (over-generalization)的情况. 如下例是一个使用泛化生成辅助引理的例子.
list例 8: 考虑一个插入排序函数 insertsort. 它输入一个   类型:  

sorted(nil) = ⊤
∀x. sorted(x) = ⊤
∀x,y,ys. sorted(x :: y :: ys) = x ⩽ y∧ sorted(y :: ys)
∀x. insert(x,nil) = x :: nil

∀x,y,ys. insert(x,y :: ys) = ite((x ⩽ y), (x :: y :: ys), (y :: insert(x,ys)))
insertsort(nil) = nil

∀x, xs. insertsort(x :: xs) = insert(x, insertsort(xs))

,
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ite(a,b1,b2) a b1 b2 sorted(insertsort(xs)) list其中,   表示若   为真, 则  , 否则为  . 假设我们要证明   成立, 即插入排序后的 

被正确排序, 通过对 xs 进行结构归纳可以得到基础步骤和归纳步骤:  sorted(insertsort(nil)) = ⊤
sorted(insertsort(xs))→ sorted(insertsort(x :: xs))

.

对上述的归纳步骤应用归纳定义重写可得到: 

sorted(insertsort(xs))→ sorted(insert(x, insertsort(xs)),

insertsort(xs)注意到这个公式两边有相同的子项  . 于是可以应用泛化技术生成辅助子公式: 

sorted(ys)→ sorted(insert(x,ys)),

这一公式具有更简单的形式, 将会更易于定理证明工具进行求解.
这一技术在定理证明工具 ACL2[36]、Zeno[37]中均有所实现. 本文第 3节中提到在 superposition推理系统中引

入泛化归纳技术也可以视作是这一类子公式生成技术. 这一技术的优势在于当合适的泛化方法被使用时, 可以快

速高效地找到正确的子公式. 但这一方法容易产生过度泛化的问题, 而且在证明系统中何时应用泛化没有一个统

一的原则, 只能根据具体的问题和推理系统选择启发式方法.
基于失败证明生成辅助引理: 主要思路是当证明失败时, 通过分析造成失败的原因然后尝试生成对应的辅助

引理. 这一方法在早期基于重写规则的定理证明系统受到关注, 发展出了 rippling[38]方法, 在自动定理证明系统

RRL[39]中也实现了类似思路的方法用于自动生成归纳引理. 另外Murali等人 [40]对于带有最小不动点定义的一阶

逻辑问题, 提出了一个利用一阶逻辑推理过程中计算出来的反例模型来引导生成归纳引理的方法. 这一类型技术

的优势在于应用时机相比基于泛化的方法更加明确, 且可以找到一些泛化技术无法找到的引理项. 缺点在于该方

法的使用可能依赖启发式方法, 且可能生成过于复杂的公式导致搜索空间增大, 反而造成求解效率下降的问题 [41,42].
基于理论探索 (theory exploration)生成引理: 该方法的思路是从可用的符号, 包括函数和代数数据类型构造子

等, 来构建一个候选引理集合, 在构造时主要通过枚举或公式模板等方法, 然后通过反例检查, 或者启发式的过滤

方法来从候选集合中生成相关的引理用于证明原命题, 然后基于这个引理集合来证明待验证公式 [43,44]. 这一方法

的应用和发展比较广泛, 我们在第 2.4.1节中提到在 SMT求解器中进行子目标生成的方法则可以归于这一类, 其
中通过公式项的 size 来枚举候选引理. 而 Yang等人 [45]则是通过语法定义可能的公式模板来生成引理. Sivaraman
等人 [46]提出将引理生成问题转换为一个数据驱动 (data-driven)的程序综合问题. 并提出了一些用于过滤子引理和

评估候选引理的技术. 这一方法的效率决定于对候选引理集合的评估方式, 即如何找到与证明目标最相关的引理,
缺点在于难以生成比较复杂或规模较大的引理, 因而能处理的问题规模受到限制, 可扩展性 (scalability)可能受限.

归纳友好的引理生成: 针对现有方法在生成辅助引理时过于依赖基于启发式方法的枚举等技术, 推理过程中

生成大量无用引理而造成求解时间浪费的问题, Sun等人 [47]提出了一种“定向引理生成 (directed lemma synthesis)”方
法. 该方法首先定义两种称为“归纳友好 (induction-friendly)”的公式形式, 在这种形式的公式上可以高效地应用归

纳假设进行归纳推理. 然后问题则转变为如何将待验证目标转换为归纳友好形式的公式. 这项工作中提出了两种

技术通过生成和应用辅助引理来进行转换, 其中生成合适引理的主要思路是将引理生成问题转为一个程序合成问

题, 其中待合成的程序是一个给定的递归结构的函数模板. 由于待生成函数具有较清晰的函数结构, 使用现有的程

序合成工具可以较好地完成这一合成任务. 这一方法相比非定向基于枚举生成引理的方法, 可以较为有效地减少

无用引理所浪费的时间, 其局限性是目前只能处理等式的问题, 另外求解效率比较依赖后端的程序合成工具.

 2.5   求解递归函数可满足性赋值技术

前文主要介绍使用 SMT求解器证明递归函数性质成立 (即求解器返回 UNSAT) 的技术. 与之相对, 本节我们

简单介绍和讨论 SMT求解器寻找递归函数可满足性赋值 (返回 SAT并给出反例)的工作.
该方向面临的主要挑战和代表性工作: 递归函数可满足性求解需要考虑参数取值可能为无穷域 (如整数或

ADT类型)的问题. 对包含全称量词和未解释函数公式的否定形式寻找可满足模型, 传统的量词实例化方法 [48,49]

表现较差. Reynolds等人 [50]在 2016年提出一种转换技术, 该技术通过定义抽象类型, 并给抽象类型施加约束, 将
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原无穷域上的递归函数公式转换为一个可以保持可满足行的有限域上的公式, 进而使得传统的实例化方法能够得

以应用. 该技术已经实现在 cvc5求解器中, 实验结果显示其可以有效提升递归函数问题寻找可满足性赋值的求解能力.
由于处理复杂量词公式和无穷域参数的问题具有相当的挑战性, 另外递归函数问题的应用背景更多来自函数

式程序验证问题, 递归函数的可满足性这一方向研究相对较少. 我们认为进一步的研究工作可以从如下方向着手:
一是发展更强大的量词处理技术, 如针对特定理论的量词消去技术; 二是引入抽象等程序分析技术, 将原问题更好

地进行化简, 或转换到现有方法可处理的问题范围上完成求解.

 3   自动推理系统的归纳推理技术

本节主要介绍近些年在自动推理系统中引入归纳推理等技术对带有递归定义的 SMT 公式进行推导的技术.
基于自动推理系统进行 SMT求解, 与 SMT求解器基于 DPLL(T)的求解框架具有很大区别, 目前主流的自动定理

证明器一般都基于 superposition推理系统, 通过 saturation-based proof search框架来对目标公式进行推导. 有一系

列工作考虑在 superposition推理系统中引入归纳推理 [8,51–56], 其中 Hajdú等人 [53,54,56]和 Hozzová等人 [55]的一系列技

术实现在自动定理证明器 Vampire中, Cruanes等人 [8]的工作实现在自动定理证明器 Zipperposition中. 下面本文

先介绍自动定理证明系统的推理框架, 然后分别介绍基于该推理框架的归纳推理技术.

 3.1   Saturation-based proof search 推理框架

I
⊥

给定一个子句集合 S, 我们称基于推理系统   从 S 开始经过一系列推理规则生成的所有 S 的逻辑推论集合的

称为 S 的闭包. 当闭包中包含   时, 原子句集合 S 是不可满足的. 这一计算闭包的过程称为 saturation. 基于 saturation
的证明搜索策略是现在自动定理证明器的主流技术, 为了提高实际使用中的算法效率, 实际工具中会引入许多启

发式方法用于选取合适的推理子句、推理规则和简化搜索空间, 这里本文对基于 saturation 的证明过程进行简单

介绍.

A = {∀x. x = a∨ x = b, p(a), p(b)} B = {∀x. p(x)}
¬B A ¬B

假设待验证问题由给定前提 (可称为公理)和待验证问题组成, 假设前提子句的集合为 A, 待验证问题子句集

合为 B, 如例 9 中,  ,  . 算法的直观思路与基于 SMT 求解器进行证明

相同: 通过给定前提, 证明待验证公式   的不可满足性, 这一过程称为从   到   的“反驳证明 (refutation)”. 具体

步骤如下.
S A∪¬B1) 初始化   集合为  .

G I C1, . . . ,Cn2) 选取当前待验证的性质所对应的子句集合  , 基于推理系统   生成一系列推论  .
S S ⊥3) 将推论加入   的集合中, 若此时   的集合包括空集合  , 那么表示对原待验证命题取反作为前提时, 最终会

推导出 false的结论, 于是我们证明了待验证命题成立. 否则重复上述过程.
注意到上面的算法步骤中我们没有给出如何证明待验证命题为反例或算法何时终止的判断, 在实际定理证明

系统中需要基于推理过程中推理规则的选取、未处理子句和重复子句的处理等过程来证明反例, 另外通常在给定

时间或空间资源耗尽还没有返回结果时返回 unknown. 具体算法过程和优化技术详见文献 [11,57].
这里我们通过一个简单的例子来初步理解 superposition演算中各种规则的应用.

{a,b} x x = a x = b p p(a) p(b)

φ = ∀x. p(x)

例 9: 假设我们的符号表中常数集合为  , 即任意变量  , 要么  , 要么  , 且对于命题  、 、

均成立. 要证明公式   成立.

φ ¬∀x. p(x) ∃x. ¬p(x)

k ¬p(k) ∀x. x = a∨ x = b p(a) p(b)

θ : x 7→ k x k xθ = kθ x x

使用反证法的原理来证明   成立, 推理过程如下: 首先假设  , 即   成立, 将存在量词消去 (即
斯科伦化), 引入斯科伦常数  , 有   成立. 由问题叙述,  ,   和   均为前提条件公式. 于是令

, 它是   和   的 mgu, 即  . 由 Sup3规则有第 1步推理 (其中变量   的公式表示该公式对任意   成立,
全称量词被隐去): 

x = a∨ x = b ¬p(k)
(¬p(a)∨ x = b)θ

(Sup3).

(¬p(a)∨ x = b)θ ¬p(a)∨ k = b p(a)第 1步结论   化简为  . 由第 1步推理的结论和条件  , 由 Bin规则有第 2步推理: 
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¬p(a)∨ k = b p(a)
k = b

(Bin).

k = b ¬p(k) θ k = kθ = bθ = b由第 2 步结论    和条件   , 此时项中没有变量,   满足   , 可应用 Dem 规则进行第 3 步

推理: 

k = b ¬p(k)
¬p(bθ)

(Dem).

¬p(bθ) ¬p(b) p(b)结论   化简为  . 由第 3步结论和条件   可由 Bin规则进行最后一步推理: 

¬p(b) p(b)
⊥ (Bin),

¬∀x. p(x) ∀x. p(x)即假设  , 最终导出矛盾, 因此证明   成立.

 3.2   在推理框架中引入自动归纳推理

在第 3.1节介绍基于 saturation-based proof search推理框架基础上, 我们介绍 Vampire定理证明器近年来在这

一证明框架中引入自动归纳推理的一系列工作 [51,53–56]. 这一系列技术具有统一的思路和框架, 我们首先介绍这些

工作在自动定理证明推理系统中引入归纳推理技术的基本方法. 然后分别介绍每项工作在此基础上所提出的改进

或扩展方法. 对于待验证公式, 当尝试通过归纳推理进行推导证明时, 通常会产生两个待验证的相关子目标公式,
分别表示归纳法中的基本步骤 (base case) 和归纳步骤 (induction step case). 然后基于一种归纳模式 (induction
schema), 令推理系统可以通过归纳法的基本步骤与归纳步骤成立推导出原待验证目标成立.

∀x ∈ nat. F[x] F[O] ∀z ∈ nat. (F[z]→ F[s(z)])例如待验证公式为  . 那么会产生两个待验证子目标   和  . 基于结构

归纳模式 (structural induction schema): 

(F[O]∧∀z ∈ nat. (F[z]→ F[s(z)]))→∀x ∈ nat. F[x] (3)

F

G

C1, . . . ,Cn F[O] F[s(z)]

可证明原公式  . 这一过程实际上和在数学中使用结构归纳法完成数学命题的证明过程相同, 为了在推理系统中

完成证明, 2019年 Regar等人 [51]提出在基于 saturation证明搜索算法中引入一种表示归纳模式的推理规则来进行

归纳推导的方法: 在例 9 推导步骤第 2 步中, 选择表示归纳性质的公式集合  , 然后生成一系列新的归纳公理

, 例如上文所提到的分别表示归纳基础步骤和归纳步骤的公式   与   所对应的子句. 这一归纳推

理方法的实际使用主要依赖于两点: 1)找到合适的归纳模式; 2)开发高效的归纳推理规则来生成归纳公理或辅助

证明的公式. Regar等人 [51]引入如下归纳规则: 

¬L[t]∨C
cn f (F→∀x. L[x])

(Ind),

t L C F→∀x. L[x]

F→∀x. L[x]

F ∀x. L[x] ¬F ∨∀x. L[x]

cn f (¬F ∨C)

其中,   是一个基项,   是一个基文字 (ground literal),   是一个子句,   是一个有效的归纳模式. 这一规

则的直观思路是, 在推理证明过程中将待验证公式取反, 消去存在量词, 将得到包含基项的子句. 这一推理规则的

引入希望能使推理系统从这一待反驳子句自动生成相应的归纳模式, 即这里的推论中的公式   即对应

公式 3.   表示基本步骤和归纳步骤的公式,   表示待验证目标. 注意到推论公式等价于  , 实际

实现中会基于 binary resolution规则, 只将   加入当前子句的搜索空间中. 这一实现可以更好地引导推

理系统尽早选取所生成的用于归纳推理的子句进行下一步推理.
下面我们结合实际例子介绍 Vampire的系列工作基于上述归纳推理框架分别在代数数据类型和整数类型上

的研究工作.
nat add even hal f例 10: 假设对于代数数据类型  , 递归定义函数  、  和   分别对应如下公理:  

add : ∀y ∈ nat. add(O,y) = y, ∀z,y ∈ nat. add(s(z),y) = s(add(z,y))

even : even(O) = ⊤, ∀z ∈ nat. (even(s(z)))↔¬even(z)
hal f : hal f (O) = O, hal f (s(O)) = O, ∀z ∈ nat. (hal f (s(s(z)))) = s(hal f (z))

.

∀x ∈ nat. even(x)→ (x = add(hal f (x),hal f (x)))待验证目标为  .
在例 10中将待验证目标取反, 再进行斯科伦化, 得到下面两个子句: 
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even(σ0) (4)
 

σ0 , add(hal f (σ0),hal f (σ0)) (5)

σ0其中,   为常数 (类似于 SMT中的斯科伦常数).
对于推理规则 Ind, Regar等人 [51]引入了结构归纳 (structural induction)和良基归纳 (well-founded induction)两

种归纳模式, 上述归纳模式均定义在代数数据类型理论上, 而 Hozzová等人 [55]则考虑对整数理论的归纳推理进行

增强, 引入了整数归纳 (integer induction)归纳模式. Hajdú等人 [54]则区别于引入固定归纳模式的思路, 而是考虑基

于公理前提中递归函数的定义 (induction with recursive function definitions) 来生成规模模式, 使推理系统在选择归

纳模式时具有更高的灵活性和与公理前提的相关性. 下面分别对这些归纳模式进行介绍.

nat

F→∀x. L(x)

代数数据类型理论上的结构归纳: 基于结构归纳法的归纳模式分别选择代数数据类型的基础构造子和其他构

造子作为基础步骤与归纳步骤的假设, 例如在   理论上即实例化为公式 (3). 假设我们对公式 (5)应用 Ind规则,
那么将得到对应   的公式为: 

(O = add(hal f (O),hal f (O)))∧ (∀z ∈ nat. z = add(hal f (z),hal f (z))→ s(z) = add(hal f (s(z)),hal f (s(z))))
→∀x ∈ nat. x = add(hal f (x),hal f (x)),

然后这一公式中对应 F 的部分将如我们前文所述取反, 转换为相应子句加入推理系统当前的搜索空间之中.
代数数据类型理论上的良基归纳: 良基归纳模式和第 2.3节中对 SMT求解器引入归纳增强的原理类似. 实际

上结构归纳模式也可以视作良基归纳模式的一种特例. 定义项上的二元良基关系 R. 良基归纳的原理对应的形式

化公式如下: 

∀x. (¬L[x]→∃y. (R(y, x)∧¬L[y]))→∀x. L[x] (6)

∀x. (¬L[x]→∃y. (R(y, x)∧¬L[y])) ∀x. (L[x]∨∃y. (R(y, x)∧¬L[y]))

x L[x] R y L[y]

注意到这里的公式形式与第 2.3节中公式 (2)的形式略有区别, 但所表示意义是相同的 (实际上对公式 (2)稍
作变形即可以得到公式 (6). 将    转换为等价公式   ,
我们可以理解为要么对于任意项  , 命题   成立, 要么存在一个   关系下最小的项  , 使得   不成立.

nat R(y, x) y x p(x) ∃y. (R(y,

x)∧¬L[y]) ∃y. (y = p(x)∧¬L[p(x)])

良基归纳方法的实例同样类似于第 2.3 节, 实际推理系统中考虑 R 为代数数据类型中基于构造子和析构子

的直接子项关系. 例如对于自然数的归纳定义  , 公式 (6)中的   表示为   是   的直接子项  , 于是 

 实例化为  .

R(s, t) 0 ⩽ s = t−1

Z

Z

整数归纳: 对于递归函数相关公式进行证明时, 往往需要考虑对整数理论或代数数据结构与整数的混合问题.
而现有工作往往专注于研究在代数数据结构理论的公式项上引入归纳推理, 而忽视整数理论的问题. 即使支持整

数理论的求解, 也只有最简单的实现, 例如 SMT求解器中引入的归纳推理增强方法, 对于整数问题, 假设待验证函

数只考虑自然数区间, 并且取良基关系   为  . 这一处理方式可以理解为 SMT求解器对于整数理论

的问题只支持使用弱数学归纳法进行求解. Hozzová等人 [55]则考虑整数理论问题中当变量定义在整数   上时, 其
中的大于或小于关系不再是良基关系. 那么需要引入新的归纳推理模式来处理这一情况. 将原简单的自然数区间

扩展为考虑任意   的具有上限 (upper bound) 或下限 (lower bound) 的子集. 那么此时这一个子集中的大于或小于

号具有良基性质, 可以进行归纳推理. 具体来讲, 引入如下 4种归纳模式: 

F[b]∧∀y ∈ Z. (y ⩽ b∧F[y]→ F[y−1])→∀x ∈ Z. (x ⩽ b→ F[x]) (7)
 

F[b]∧∀y ∈ Z. (y ⩾ b∧F[y]→ F[y+1])→∀x ∈ Z. (x ⩾ b→ F[x]) (8)
 

F[b2]∧∀y ∈ Z. (b1 < y ⩽ b2∧F[y]→ F[y−1])→∀x ∈ Z. (b1 ⩽ x ⩽ b2→ F[x]) (9)
 

F[b1]∧∀y ∈ Z. (b1 ⩽ y < b2∧F[y]→ F[y+1])→∀x ∈ Z. (b1 ⩽ x ⩽ b2→ F[x]) (10)

公式 (7)–(10)分别描述了对于整数变量在指定符号化的上界、下界、区间约束下的归纳推理模式. 这些归纳

模式的引入可以扩展自动推理系统对整数理论问题的归纳推理能力, 处理形式更丰富的问题类型, 而不局限于将

变量定义域固定为自然数, 且递归函数的基础构造子只能从常数开始的问题.
sum例 11: 假设我们定义一个在 SMT中整数理论下的函数  , 它用于计算从整数 n 到整数 m 的求和, 即对任意
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n,m ∈ Z n ⩽ m sum(n,m) = n+ (n+1)+ . . .+m,  , 定义  , 这里我们与前面的例子一样直接用公理形式表示函数定义:  ∀n ∈ Z. sum(n,n) = n

∀n,m ∈ Z. n ⩽ m→ sum(n,m) = n+ sum(n+1,m)
.

φ = ∀n,m ∈ Z. n ⩽ m→ 2×sum(n,m) = m×(m+1)−n×(n−1)待验证断言为  .
n sum(n,m) sum(n+1,m)从该问题中递归函数的定义可以看出, 对于   的定义区间不是常数, 且   的结果依赖  , 这

与简单的递归函数问题定义方向相反, 于是如 SMT求解器中简单的数学归纳法实现无法处理这种类型的问题, 而
基于整数归纳模式公式 (7), 则例 11的问题可以得到证明.

n f (s̄) = t∨C s̄

f (s̄) f (s̄′) ⊴ t ⊴ f (s̄′) t f

i f (si) 1 ⩽ i ⩽ n si

si

基于递归定义函数的归纳: 前面我们介绍了通过考虑固定的归纳推理函数模式, 如结构归纳和良基归纳等, 来
应用推理规则 Ind的方法, Hajdú等人 [54]则从另一种思路: 通过利用递归定义函数的方式来生成推理规则 Ind中的

归纳公式. 对于一个   元函数 f, 假设 f 的函数定义对应的公理子句为  , 这里   表示一个参数向量. 称
 为函数头 (function header), 称任意   (这里   表示   是   的子项)为这个函数头   的递归调用 (recursive

call). 对于函数 f 的第   个参数对应的递归调用  , 这里  ,   是一个只包含构造子和变量的代数数据类型

项, 那么称这个   为归纳参数. 于是可以通过函数定义的归纳参数生成归纳模式.
half (O) = O half (s(O)) = O ∀z ∈ nat. half

(s(s(z))) = s(half (z)) O s(O)

half (s(s(z))) s(s(z))
half (z) z z ⊴ s(s(z))

例 12: 以例 10中的 half 函数为例, half 的递归定义公理分别为  ,   以及 

. 那么归纳模式的基础步骤可以由前两个公理中函数头的第 1个参数   和   生成. 归纳步骤

也对应于第 3 个公理. 其中函数头   有唯一的参数  . 这是一个代数数据类型项, 且对于递归调用

 的第 1个参数  , 有  . 于是这一公理可生成归纳模式的归纳步骤. 最终生成如下归纳模式的公式: 

F(O)∧F[s(O)]∧∀z. (F[z]→ F[s(s(z))])→∀x. F[x].

从本例中可看出基于归纳函数定义的归纳模式生成方法, 可以更灵活地在推理系统中引入归纳模式, 而不局

限于固定的模式模板.
前面我们主要介绍了如何生成合适的归纳模式的一系列工作, 下面将介绍在帮助提升推理系统中进行归纳推

理效率的几种主要技术.

A B B→ A A

B

B

泛化归纳技术: 这一技术由 Hajdú等人 [53]引入 superposition推理系统中, 思路类似于第 2.3节中引入子目标来

证明原有命题: 当公式   难以直接证明时, 改为证明  , 且  . 这一过程称为证明   的一个泛化 (generalization)
. 在 SMT求解以及定理证明工具中通常会基于一些启发式方法来猜测这样的一个子目标 (或者称为引理). 但在

基于 saturation的推理证明过程中只能通过推理规则的形式来修改搜索的子句空间, 而不能直接用生成的子目标

公式来替换原目标公式, 因此为了在推理系统中使用子目标生成技术, Hajdú等人 [53]提出推理系统中的泛化归纳技

术: 引入一个新的推理规则 IndGen, 使得推理中可以添加所生成的辅助公式   的实例, 然后可以使用在这些实例

上进行归纳推理. 这一规则公式如下: 

¬L[t]∨C
cn f (F→∀x. L′[x])

(IndGen),

t L C F→∀x. L′[x]

L′[x] L[t] t x

类似 Ind 规则, 这里   是基项,   是基文字,   是子句,   是一个有效的归纳模式, 主要不同点在于这里

 是通过从   中将某些   的出现替换为   获得.
x ∈ nat例 13: 假设对于任意  , 我们希望验证如下结合律性质成立: 

∀x ∈ nat. (x+ (x+ x)) = ((x+ x)+ x) (11)

对公式 (11)使用 Ind规则, 选择基于公式 (3)中定义的归纳模式, 得到如下公式: 

((0+ (0+0)) =(0+0)+0∧∀x. (x+ (x+ x) = (x+ x)+ x→ s(x)+ (s(x)+ s(x)) = (s(x)+ s(x))+ s(x)))→
∀y. (y+ (y+ y) = (y+ y)+ y) (12)

然后取反再进行斯科伦化, 得到下面两个子句: 

0+ (0+0) , (0+0)+0∨σ+ (σ+σ) = (σ+σ)+σ (13)
 

0+ (0+0) , (0+0)+0∨σ+ (s(σ)+ s(σ)) = (s(σ)+ s(σ))+ s(σ) (14)

t σ1 ¬L[t] σ1+ (σ1+σ1) , (σ1+这一步之后推理系统无法进行进一步有效的推理. 但引入 IndGen规则后, 令   是  ,   是 
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σ1)+σ1 , 我们可以对公式 (11)应用 IndGen规则得到如下公式: 

((0+ (σ1+σ1)) = (0+σ1)+σ1∧
∀x. (x+ (σ1+σ1) = (x+σ1)+σ1→ s(x)+ (σ1+σ1 = (s(x)+σ1)+σ1)
→∀y. (y+ (σ1+σ1) = (y+σ1)+σ1) (15)

结合公式 (15)和公式 (12), 则可以证明原命题, 一个完全的推理过程详见文献 [53].

≻
归纳假设重写技术: 为了提升基于 saturation的搜索证明过程效率, 通常我们需要确保在推理中规模大的项或

者文字总能被规模小的所重写 (这里的大小一般基于我们前面所定义的某种化简序关系  ). 但在归纳推理中往往

经常需要使用归纳假设来重写结论, 而归纳假设的规模一般会更大, 这会与通常的规定产生冲突. Hajdú等人 [54]提

出归纳假设重写技术来克服这一冲突. 引入一个新的推理规则: 

l = r∨D s[l] , t∨C
cn f (F→∀x. (s[r] = t)[x])

(IndHRW),

s[l] , t l = r l ≺ r F→∀x. (s[r] = t)[x]其中,   是一个归纳结论的文字, 它对应的归纳假设文字是  ,  ,   是一个有效的归纳

公式. 这一规则的引入: 1) 使推理系统可以对归纳结论文字的一边用它的归纳假设进行重写 (可以违反序关系限

制). 2) 可以在重写的归纳结论文字上进行归纳推理且不增加搜索空间.
上面我们介绍了在基于 superposition的推理系统中引入归纳推理的主流归纳推理技术, 除此之外还有一些工

作有类似的尝试.
Cruanes 等人 [8]将递归定义函数转换为推理系统中的重写规则, 然后基于 splitting 规则和一些启发式方法来

进行归纳推理中的子句选取和子目标引理生成. Cruanes等人 [8]的方法实现在 Zipperposition这一工具中, 其主要

局限是只支持对代数数据类型的问题进行结构归纳, 另外他们的算法作为比较早期的尝试, 依赖集成在 AVATAR
的定理证明框架中进行逐例分析和引入特定的启发式优化.

Echenheim等人 [52]通过定义一系列推理规则增量式地生成归纳不变式的方式在自动定理证明系统中进行归

纳推理, 但他们的方法同样只适用于基于子项顺序定义的代数数据类型问题, 然后他们的算法需要在子句层面引

入一些额外约束条件, 然后在约束子句上将原来标准的重复子句消去算法进行扩展. 另外 Echenheim等人 [52]只提

供了理论分析, 而没有提供将算法实现在真实工具中进行实现和对比实验的结果.
相比之下, Vampire的系列工作基于 saturation证明搜索框架这一层次进行归纳方法引入, 具有更高的抽象层

次, 适用性更广泛, 更易于扩展到其他定理证明系统和实现. 但他们依然在一些方面具有局限性, 例如对于公式规

模较大、递归结构较复杂、存在多个可归纳项的问题, 基于启发式归纳模式选择和子公式生成方法可能无法覆盖

到更一般的情况, 从而造成求解失败. 另外 Vampire的系列方法所能处理的递归定义函数有限, 对于函数中包含分

支的附带条件或分支条件无法折叠到函数头中的更复杂的递归定义函数, 由于它们的良基性质不明显, 因此现有

算法还无法进行处理. 此外推理证明系统基于 saturation的搜索证明框架, 目前还缺少对更丰富的理论进行有效求

解的支持, 从而可能使得自动定理证明器在求解混合理论问题上效率远低于基于 DPLL(T)框架的 SMT求解器.

 4   基于 CHC 的求解技术

在第 2节和第 3节中, 主要介绍了基于 SMT求解器和定理证明推理系统求解带递归定义 SMT公式的技术.
在本节中, 我们不直接处理通用形式的 SMT公式, 而是考虑先将待求解的 SMT公式转换为 CHC形式, 然后利用

CHC求解技术来进行求解. 由于 CHC求解技术的特点, 这一种方法可以较好地作为直接求解 SMT公式方法的一

种补充. 这一点在第 5节实验部分也将有所体现.
CHC 是一种特殊的一阶逻辑公式表现形式. 其最早引入是为了求解程序验证问题. 对于待验证程序, 将其编

码为一阶逻辑公式的验证条件后, 往往其中的变量是带有全称量词的, 而 SMT求解器对某些带量词的问题求解能

力有限. 为了对传统的 SMT 求解器进行补充, CHC 方法被提出. CHC 问题可以视作一类特殊的 SMT 问题, 它将

程序待验证条件表示成特殊的形式, 即 CHC公式, 然后通过求解 CHC公式的可满足性来对原程序待验证性质进

行验证. 基于 CHC的验证方法往往有利于原程序中带有循环的问题, 因为 CHC求解技术通常会尝试生成循环不
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变式. 在本文中, 我们考虑的主要问题是带有递归结构的 SMT公式求解, 由于递归函数定义一般具有基础步骤和

递归步骤, 这一形式类似于迁移系统中的起始状态和状态迁移, 可以分别对应将递归函数编码为 CHC形式. 于是

除了上述直接在 SMT层面进行求解的技术外, 还可以将复杂的 SMT问题编码为 CHC, 然后进行求解. 这一方法

往往可以利用 CHC求解技术计算原问题中递归函数定义的归纳不变式的优势, 来求解原 SMT方法无法求解的问

题, 作为对直接面向 SMT求解方法的一种补充. 下面首先介绍求解 CHC问题的主流方法框架, 然后介绍针对带有

递归结构 CHC问题进行求解的技术.

 4.1   约束霍恩子句

约束霍恩子句 (CHC) 是一阶逻辑的一部分, 通常用于程序验证和程序合成问题中. 一个 CHC 通常表示成如

下形式的公式: 

∀V. (φ∧ p1(X1)∧ . . .∧ pn(Xn))→ h(X).

φ

V Xi V p1, . . . , pn,h pi[Xi] pi(Xi)

h(X) ∀V. (φ∧ p1(X1)

∧ . . .∧ pn(Xn)) p(t1, . . . , tn)

令 T 表示一阶逻辑的背景理论, 如线性实数算术理论、Bool 理论或理论的组合,   是在背景理论下的约束

(constraint),   是变量,   是   上的项,   是谓词,   是谓词在一阶逻辑项上的应用. 通常将   形式

的公式称为一个原子公式 (atom),   被称为 CHC公式的 head部分, 它是一个原子公式或者 false. 
 通常称为 CHC公式的 body部分. 如果 head是一个形如   的原子公式, 那么称谓词 p 是一

个 head predicate. 对于 head是一个原子公式的子句, 称它为 definite子句, head是 false的子句称为 goal子句.

 4.2   CHC 可满足性

Π

pi Π pi σ Πσ

Π

对于一个 CHC 公式的集合  , 称它的 T-model 是它的模型 M 在背景理论 T 下的扩展, 该扩展带有对每个谓

词   的一阶逻辑解释, 该解释使 M 中   的所有子句为 true. 从谓词   到背景理论 T 中公式的替换  , 当   在 T
理论中有效 (valid), 即公式在变量的任意赋值均为真时, 称该替换为   的 T-solution.

例 14: 我们用一个程序验证中的问题来解释上述可满足性相关定义, 如下.

1 assume (x <= 0)
2 while (x < 5) {

∀x. x ⩽ 0→ Inv(x)3　　 x = x + 1    　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　 

∀x,y. Inv(x)∧ x < 5∧ y = x+1→ Inv(y)4 }    　　　　　　　　　　　　　　　　　　　　　　　　　　　　　　 

∀x. Inv(x)∧¬(x < 5)∧¬(x < 10)→ false5 assert (x < 10) 　　　　　　　　　　　　　　　　　　　　　　　　　 

给定例 14代码左边的程序, 它假设前置条件为 x <= 0, 经过一个循环, 要验证跳出循环后满足性质 x < 10. 将
程序编码为 CHC 问题, 用未解释谓词 Inv 表示程序中的循环不变式, 那么程序待验证断言的正确性可以通过

CHC的可满足性得到. 求解右边的 CHC公式, 本例的 T-model可以视作对算术理论带有对谓词 Inv 的如下解释的

扩展: 

InvM = {z | z ⩽ 5}.
且例 14代码右边的 CHC公式有一个 T-solution, 将 Inv 进行如下定义: 

Inv = λz. z ⩽ 5,

将这一定义代回 CHC公式, 可以轻易地验证原公式是 valid, 即它和我们的定义相符合.
CHC的提出主要用于解决程序验证问题, 将程序编码为 CHC公式后, CHC公式和原程序验证问题有如下

的对应关系: 1) 一个程序满足待验证性质当且仅当其对应的 CHC公式是可满足的. 2) CHC公式的模型对应原

程序中的验证证明 (verification certificate), 如循环不变式. 3) CHC公式不可满足对应一个原程序中违反性质的

反例. 在本文中我们主要将关注利用 CHC来求解带有递归函数和归纳数据结构的问题, 为了和其他方法/工具

进行统一比较, 我们将对 SMT公式进行编码和转换, 表示为 CHC的形式然后求解, 下面介绍具体的求解和编

码技术.
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 4.3   CHC 求解方法

主流的 CHC求解方法有两大类: 一类是基于模型检测算法 IC3/PDR[58,59]的求解方法, 另一类是基于谓词抽象

和 Craig 插值进行抽象精化的方法. 这两类方法都可以认为是将程序视作迁移系统, 然后尝试生成程序的归纳不

变式来完成性质验证.

基于 IC3/PDR的求解算法: CHC求解工具 Spacer[60,61]中实现了基于 IC3/PDR的求解算法. 该算法与模型检测

中经典的 IC3/PDR算法思路相同, 可以认为是将 IC3/PDR算法进行迁移并适配到 CHC的框架下. 主要原理是将

原问题视作一个迁移系统安全性验证问题. 从初始状态开始迭代构造表示可达状态上近似的归纳公式序列. 每次

检查公式序列中是否存在可达坏状态的反例路径, 根据检查结果精化 (refine)公式序列, 直到找到真实反例证明性

质违反或者归纳不变式证明性质成立. 此外 Spacer 还加入了模型映射技术 (model based projection)、全局引导

(global guidance)等优化方法.

基于谓词抽象和 Craig插值的求解方法: CHC求解工具 Eldarica[62] 中实现了基于谓词抽象的 CHC求解算法,

其主要原理是尝试对原霍恩子句构建一个抽象可达图 (abstract reachability graph, ARG). 然后基于 ARG来获得抽

象的反例路径, 该反例将会被 SMT求解器进行检查以排除假反例. SMT检查的结果最终返回一个具体的反例路

径或者一个基于 Craig插值计算得到的新的谓词. 这一计算过程中, 不同的文献考虑使用和优化不同的插值方法,

如树插值 (tree interpolation), 析取插值 (disjunctive interpolation)等.

CHC 求解方法所计算的归纳不变式可以视作一种用于辅助证明的引理, 对于某些无法由归纳推理求解的问

题, 通过该方法可能会比较容易生成所需要的辅助引理, 但这一技术依赖比较复杂的判定求解过程, 可能无法高效

生成规模较大或形式较复杂的引理公式.
例 15: 这里我们介绍一个通过 CHC求解生成引理帮助原命题求解的简单例子 [63]. 考虑如下的函数定义.

1 def posTwice(x: BigInt): BigInt = {
2 　if x <= 0 then BigInt (0)
3 　else 2 + posTwice(x – 1)
4 } ensuring (res => res != –1)

x x 2×x ∀x. posTwice(x) , −1

posTwice(x−1) , −1 posTwice(x) , 1

这个函数在输入   小于 0时返回 0, 在   大于等于 0时计算  . 需要证明的性质是  . 注意

这一个问题实际上无法通过归纳推理求解, 因为原命题太弱, 直接应用归纳假设对证明没有帮助 (例如我们假设

, 那么我们只能得到  ). 而若将该问题转换为如下的 CHC公式:  
∀x. x ⩽ 0→ posTwiceInv(x,0)

∀x,y. posTwiceInv(x−1,y)∧ x > 0→ posTwiceInv(x,y+2)

∀x,y. posTwiceInv(x,y)∧ y = −1→ false

.

注意这里 posTwiceInv 与原来的 posTwice 不同, 它是一个谓词, 且输入两个参数, 分别可以对应原来 posTwice
函数的输入和输出, 实际上它表示一个待求解的归纳不变式. 使用 CHC求解器则可以求解这一问题, 它将返回“可
满足”, 且生成一个归纳不变式.

(define-fun posTwiceInv((A Int)(B Int)) Bool (>= B 0))

表示原 posTwice 函数的输出总大于等于 0, 该不变式可以视作一个辅助引理, 基于这一个引理, 则原命题可以被容

易地证明.

 4.4   使用 CHC 形式表示递归函数

为了与直接输入 SMT公式的方法进行对比, 我们将按照 CHC社区常用的方法将 SMT中的递归定义转换为

CHC形式, 以定义 list 类型的长度函数为例.
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1 ; 定义原递归函数为谓词

2 (define-fun lenCHC(list Int) Bool)
3 ; 编码函数定义

4 (assert (forall ((x list))
5 　　　　(=> (= x nil)
6 　　　　　　(lenCHC x 0))))
7 (assert ((forall ((h Int) (t list) (x list) (y0 Int) (y1 Int))
8　　　　 (=> (and (lenCHC t y0) (= y1 (+ y0 1)) (= x (cons h t)))
9 　　　　　　(lenCHC x y1)))))
10 ; 编码待验证断言

11 (assert ((forall ((x list) (y Int))
12 　　　  (=> (and (lenCHC x y) (< y 0))
13　　　　　   false))))

len(x : list) lenCHC(x : list,y : Int) len(x) = y

lenCHC(x,y) = true

如上 ,  将原参数为 list 的 len  函数    定义为二元谓词   ,  令    等价于

. 用 definite子句表示递归定义. 本例中两条断言分别编码原递归函数 len 在基本情况和递归情

况下的构造. 对于待验证性质则表示为 goal子句. 注意此时与 SMT求解的方法不同, 在 SMT求解中返回不可满

足对应待验证性质被证明成立. 而在 CHC公式的表示中, 我们已经用反证的方式定义了待验证性质. 因此当 CHC
求解器返回可满足时, 表示它找到一个归纳不变式, 不变式对应于一个 CHC公式的模型, 使得我们的 goal子句成

立, 这表明我们通过反证的方式证明了待验证性质成立. 而如果 CHC求解器返回不可满足, 将表示它找到一个令

待验证公式取反成立的反例, 即待验证公式不成立. 对于带有递归函数的 SMT问题, 通过如上方式转换成 CHC形

式后, 就可以通过本节所介绍的 CHC求解方法进行求解.

 4.5   基于展开和抽象的递归函数求解技术

尽管在第 4.3和 4.4节中, 我们介绍了可以直接通过通用的 CHC求解算法来求解递归函数问题, 但为了提高

求解效率, 2022年 Govind等人 [15]提出在 CHC求解器中设计专用于处理递归函数结构的算法. 这一算法思路最早

来源于 2010年 Suter等人 [32,64]的相关工作. 本节中我们首先介绍早期基于展开的递归函数求解算法, 最后介绍在

CHC求解框架中引入基于展开和未解释函数抽象的 CHC求解方法.
早期基于展开的递归函数求解算法, Suter等人 [32,64]从 2010年的工作开始研究带有递归定义函数的一阶逻辑

公式判定算法, 由于当时 SMT 标准还处于早期阶段, 因此他们的工作没有直接支持 SMT 公式或集成到 SMT 求

解器中, 但他们提出了一种针对包含递归定义函数的无量词代数数据结构理论一阶逻辑公式的判定算法, 该算法

主要在后续被一些程序验证的工作如 Scala验证工具 Leon/Stainless、CHC求解器 [15]所继承, 可能对于 SMT类似

形式的公式求解具有一些思路上的启发意义.
下面我们对该方法进行介绍, Suter等人 [32,64]考虑无量词代数数据类型理论的 SMT公式中包含 catamorphism

的问题. 其方法所能处理的公式主要为无量词代数数据类型理论的公式, 一般不涉及理论组合 (如整数理论等).
catamorphism类似函数式编程语言中的 fold函数, 可以认为是一类特定的递归函数, 但其范围足够覆盖较为常见

的递归函数, 如计算 tree 高度的递归定义函数、计算 list 元素集合的递归定义和计算 list的长度等. Suter等人 [32,64]

提供了一种基础方法来推导包含 catamorphism的 ADT公式, 主要思路即对 catamorphism基于递归函数的定义进

行有限步展开, 在展开过程中, 还未展开的递归部分被视作未解释函数, 为了处理引入未解释函数带来的“假反例”情
况, 再在展开过程中引入一个 Bool类型的“控制变量”的集合, 每个控制变量对应一个逻辑公式中的项, 但这个项

不包含未解释函数时, 则控制变量为 true, 代表结果可信任, 否则为 false. 将控制变量集合合取原公式. 当求解器返

回 SAT结果时, 此时控制变量必然全为 true, 我们可以相信 SAT这一结果; 当求解器返回 UNSAT结果时, 可能有
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两种情况, 即原公式为 UNSAT, 或原公式为 SAT但存在某个控制变量为 false, 而控制变量为 false代表其对应的

逻辑公式中的项可能存在未解释函数 (即此时对该项的求解结果可能不可信), 于是需要对原公式重新检查, 对原

公式调用求解器, 当返回 UNSAT时则没有问题, 最终结果为 UNSAT, 当返回 SAT时, 即有可能出现我们所说未

解释函数造成“假反例”情况, 于是无法得到最终结果, 需要继续对递归函数进行展开, 然后重复上述过程.
该方法适用性有限且不完备, Pham等人 [65,66]对 Suter等人 [32,64]进行了扩展, 提出了一个对满足“广义充分满射

条件 (generalized sufficient subjectivity condition)”的 catamorphism完备的基于展开的判定算法, 并将算法实现在开

源工具 RADA中 [67]. 该方法的一个局限在于实际应用中, 证明所给的递归函数 (catamorphism)满足广义充分满射

条件不是一个容易的事情, 另外这些工作中没有考虑组合理论问题, 因此提及的逻辑公式中的断言只有等式 (equality),
这些情况限制了该工作的实际应用范围.

CHC 递归函数求解技术: 2022 年 Govind 等人 [15]将上述基于展开的方法发展到组合理论下带有递归定义的

CHC问题求解中. 他们将包含递归函数的 CHC公式进行预处理, 显式地定位出其中的递归函数定义, 然后对递归

函数使用基于递归定义展开的判定算法来进行求解, 并且结合 k-实例化 (k-instantiation) 和未解释函数抽象

(uninterpreted function abstraction)技术来帮助提升递归定义求解效率. 这两种方法的主要思路是将递归函数进行

有限 k 步展开 (即进行 k 步实例化), 然后对剩下未展开的部分视作一个未解释函数, 这可以视作一种抽象方法, 减
少求解中的公式规模. 该算法实现在工具 Racer中, 该工具的实现基于 CHC求解器 Spacer的求解框架. 这一方法

对于递归函数的处理主要是基于函数定义展开技术, 该技术的缺点在于无法进行自动的归纳推理, 从而可能无法

对许多必须通过归纳推理求解的命题完成自动验证. 那么在实际问题中, 没有归纳推理, 基于归纳不变式和递归函

数展开的 CHC求解器与基于归纳推理的 SMT求解器/自动定理证明器相比, 其求解表现究竟能达到什么程度? 在
第 5节, 我们将收集和构造一个用于递归函数 SMT求解问题的数据集, 对主流 CHC求解器, SMT求解器和自动

定理证明器进行统一实验对比.

 5   实　验

我们对目前主流的开源求解器进行统一的实验比较, 以分析这些求解器在应对各种带有递归定义的一阶逻辑

公式时的求解能力. 用于实验的工具分为如下 3类: 1) SMT求解器, 包括 Z3求解器和 cvc5求解器. 2) 自动定理证

明器 Vampire. 3) CHC求解器, 包括 Spacer、Eldarica和 Racer. 用于实验比较的数据集主要分为两类, 一类是背景

理论为整数理论的递归函数问题, 这一类数据集的来源是 Vampire相关文献 [55]和我们手工构造. 另一类是背景理

论为 ADT理论和整数理论混合的递归函数问题, 这一类数据集最早来源于 Reynolds等人 [31]为 CVC4求解器引入

归纳推理的工作, 后续 ADT和递归函数求解的相关文献 [12,15,47]都选取了该数据集的部分样例进行实验.
下面我们先对用于实验比较的工具和相关参数进行介绍, 然后介绍用于实验比较的数据集和这些工具在数据

集上的运行结果.

 5.1   工具介绍

Z3求解器是被应用最广泛的 SMT求解器之一, 通常作为各种程序验证、模型检测和符号执行工具的默认求

解引擎, 最早由微软研究院在 2008年开发 [23]. 它支持多种背景理论的判定, 包括线性算术、位向量、数组、未解

释函数、ADT等. 对于递归函数问题的求解, 当递归函数使用 define-fun-rec定义时, Z3将对递归函数定义进行展

开, 首先尝试在固定展开次数寻找可满足模型, 若由于展开次数限制导致不可满足, 则增长展开次数. Z3中没有实

现归纳推理算法, 因此无法应对许多深层的递归函数性质证明问题. 在本文实验中调用 Z3时直接使用默认设置,
不添加额外参数. 将 Z3的实验效果作为在递归函数证明问题中的基准线 (baseline), 用于与其他实现了针对递归

函数求解算法的求解器进行对比.
cvc5 求解器 [24]是 CVC 系列求解器的最新版本. CVC 求解器最初由斯坦福大学和纽约大学的研究团队联合

开发, 是学术界被广泛使用和研究的求解器之一. cvc5 求解器在 2021 年发布, 其主要开发团队来自斯坦福大学、

爱荷华大学和纽约大学等. 相比 Z3 求解器, 它的代码架构更模块化, 易于添加新理论; 并针对字符串、位向量、
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ADT和量词等理论的推理效率进行了优化和最新算法的集成. 对于递归函数求解, 它实现了用于求解递归函数可

满足模型的“有限模型寻找”算法, 以及用于证明递归函数性质的归纳推理与引理生成算法, 是目前唯一能够较好

地支持归纳推理证明的主流 SMT求解器. cvc5求解带递归函数 SMT问题的主要参数选项如表 1.
 
 

表 1　cvc5归纳推理参数选项
 

选项 说明

--fmf-fun 使用finite-model-finding技术求解使用define-fun-rec定义的递归函数可满足性问题

--dt-stc-ind 在代数数据类型的问题中基于结构归纳对存在量词消去进行归纳增强

--int-wf-ind 通过良基归纳对整数理论进行归纳推理增强技术

--quant-ind
使用所有的归纳推理技术. 实际上同时支持了上述两种数据类型理论上的归纳推理技术, 根据公式中项的具
体理论自动选择合适的归纳模式

--conjecture-gen 在归纳证明中生成候选子句

--full-saturate-quant
在带量词问题的推理中尽可能多的尝试各种内置实例化技术. 由于在cvc5中进行归纳推理可以视作在量词
消去过程中的一种优化技术, 例子中待验证命题都是包含全称量词的断言, 因此在实验中开启这一选项易于
求解器尽可能产生结果而不直接返回unknown

 

Vampire自动定理证明器最早由 Voronkov于 20世纪 90年代在瑞典乌普萨拉大学主导开发, 之后经过多次

代码重构和版本升级. 目前的版本由 Voronkov 和 Kovács 带领英国曼切斯特大学和维也纳技术大学的研究团队

从 2014年开始进行开发, 并进行维护 [68]. Vampire是一阶逻辑定理证明领域的代表性工具, 在自动定理证明领域

的 CASC竞赛中多次获奖. 相比 Z3和 cvc5等 SMT求解器, 它的主要特点是基于 superposition演算的推理引擎,
并在处理带有量词公式时具有相对更高的求解效率 [11]. 但 SMT 求解器 (尤其是 Z3) 在工业级应用上更广泛和成

熟, 且支持更广泛的 SMT理论, 相比之下 Vampire更多流行于学术界, 且目前还不支持浮点数、位向量和字符串

理论求解 [69]. 对于递归函数问题, Vampire中实现了众多用于归纳推理证明的算法 (详见第 3节), 主要参数选项如

表 2. 由于 Vampire的参数选项较多, 开发者实现了易于用户使用的 portfolio运行模式, 并提供了专门用于归纳推

理的策略组合. 这一模式下可以使 Vampire通过在多核并行运行多种归纳参数策略, 提高求解成功率. 我们在实验

中选择使用这一模式.
 
 

表 2　Vampire归纳推理参数选项
 

选项 说明

--induction int/struct/both/none 选择对应理论的归纳证明模式

--structural_induction_kind one/two/three/rec_def/all 选择在代数数据类型项的归纳中使用哪一种归纳公理

--induction_on_complex_terms on/off 在复杂项上应用归纳推理

--induction_gen on/off 在归纳推理规则中应用IndGen规则

--int_induction_interval infinite/finite/both 在归纳推理规则中应用IndHRW规则

--induction_hypothesis_rewriting on/off 选择整数归纳技术中的归纳规则

--int_induction_default_bound on/off 在整数归纳规则中选择默认的区间界
 

Eldarica 求解器最早由 Hojjat 等人 [62,70]于 2013 年在瑞典乌普萨拉大学和瑞士洛桑联邦理工学院 (EPFL) 开
发. 它接受 SMTLIB、Prolog格式的 Horn子句和部分 Scala与 C程序作为输入. 通过结合插值、谓词抽象和反例

引导的抽象精化技术来求解程序验证问题. Eldarica是求解能力最强的 CHC求解器之一, 在 2024年 CHC求解竞

赛 CHC-COMP中 (Spacer求解器未参加), Eldarica在 LIA、LIA-Arrays、LIA-ADT-Arrays等多个理论背景赛道

中求解数最优 [71]. 选取 Eldarica作为 CHC求解器的代表之一进行实验, 与其他求解器进行比较, 用以分析在实际

样例中 CHC求解方法在求解递归函数问题时的表现能力与优劣.
Spacer求解器是另一代表性的 CHC求解器. 它最早由美国卡耐基梅隆大学 (CMU)的 Komuravelli等人 [60,61]

在 2013年左右完成原型工具开发. 之后 Gurfinkel团队与微软研究院的 Bjørner团队合作将 Spacer代码进行整合,
合并到 Z3 的官方代码库中, 成为 Z3 的核心 CHC 求解引擎. 当输入逻辑为“Horn”时 (SMTLIB 中写作 (set-logic
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HORN)), Z3将自动调用 Spacer引擎进行 CHC公式的求解. Spacer在学术界和工业界均具有广泛应用. 例如基于

LLVM的 C++程序验证框架 SeaHorn, 其核心推理引擎依赖 Spacer. 在微软等公司中 Spacer用于云服务协议和操

作系统组件以及区块链等领域的安全性验证 [72]. Spacer 求解核心算法类似在待验证问题对应的迁移系统上进行

IC3/PDR模型检测算法, 且它集成了许多求解效率优化技术, 如 Craig插值、基于模型映射技术 (model based projection)
以及全局引导技术 (global guidance)等. Spacer作为最主流的 CHC求解器之一, 且它具有和 Eldarica不同的核心

推理算法, 因此我们选取它作为 CHC 求解器的另一代表进行实验. 由于下文即将介绍的 Racer 求解器是基于

Spacer求解器进行开发, 它在 Spacer原求解算法基础上实现了专门针对 ADT和递归函数的求解技术, 因此 Spacer
的求解结果也作为 baseline, 用于分析 Racer求解技术的效果.

Racer求解器是加拿大滑铁卢大学的 Govind等人 [15]在 2022年基于 Spacer实现的 CHC求解器, 它在 Spacer
算法框架上实现了专门用于处理递归函数和 ADT类型 CHC问题算法. 它可以视作 Spacer求解器的扩展版本, 我
们选择它进行实验比较, 分析其算法在不同类型的实际样例中表现效果.

 5.2   实验样例和实验设置

我们在两类样例上进行实验比较, 分别是整数递归函数样例与 ADT与整数混合理论样例. 其中整数递归函数

样例来自 Hozzová等人 [55]在 Vampire中引入整数归纳优化的文献, 以及我们从其他程序验证问题中手工构造的样

例, 这一部分样例均不包含 ADT类型的问题; ADT与整数混合理论样例来自 Reynolds等人 [31]在 SMT求解算法

中引入归纳推理的文献以及后续 CHC 领域研究者在 CHC 求解算法中引入 ADT 和递归函数求解的一些相关

文献 [12,15,47].
● 整数递归函数样例

这一类样例公式中递归函数的参数和返回值为 SMT理论中的整数. 包括文献 [55]中 120个样例和我们手工

构造的 102个样例, 如表 3所示.
 
 

表 3　整数递归函数样例
 

样例来源 关键递归函数 待求解性质举例

文献[55]样例

pow(x,e) = xe x,e ∈ Z, e ⩾ 0,  ∀e ∈ Z. e ⩾ 0→ (x · y)e = xe · ye

sumX(x,y) = x+ (x+1)+ . . .+ y x,y ∈ Z x ⩽ y,  ,  ∀x,y ∈ Z 2 · sumX(x,y) = y · (y+1)− x · (x−1). 

f (0) = 0 f (x) = f (x+1), x ∈ Z,  ∀x ∈ Z. x ⩾ −10→ f (x) = f (0)

手动构造

pow2(x) = 2x, x ∈ N ∀x,y ∈ N. 2x+y = 2x ·2y

bitLen(x) = bitLen(⌊x/2⌋)+1 x ∈ N, x > 0 bitLen(0) = 0,  ;  bitLen(2x) = x+1 x ∈ N, 

f bi(x) = f bi(x−1)+ f bi(x−2) x ∈ N x ⩾ 2
f bi(0) = 0 f bi(1) = 1

,  ,  ;
  , 

∀x ∈ N. f bi(x) = 5 · f bi(x−4)+3 · f bi(x−5)

 

文献 [55]中 120个样例可分为 3类, 分别是幂函数 pow 相关样例、求和函数 sumX 相关样例和赋值函数 f 相
关样例.

xe x e e ⩾ 0

(x+ y)e = xe · ye

1) pow 函数定义见表 3第 1行, 表示计算  , 其中  ,   均为整数, 且  . 这类样例待求解目标公式是各种幂

函数相关的性质, 例如   等.

x+ (x+1)+ . . .+ y x ⩽ y x y

x y ∀x,y ∈ Z. x ⩽ y→ 2 · sumX(x,

y) = y · (y+1)− x · (x−1) y x ∀x ∈ Z. x ⩽ (−16)→ (2 · sumX(x,

0) = −x · (x−1))

2) 求和函数 sumX 定义见表 3第 2行, 表示计算  , 其中  ,   和   均为整数. 这类样例待求

解目标公式是设置不同的   和   范围, 求和函数的计算公式是否成立, 如表 3中所示, 
, 或者固定一个变量  , 求解   不同范围下性质是否成立, 例如 

.

f (0) = 0 x f (x) = f (x+1)

f

x x ⩾ −10→ f (x) = f (0)

3) 赋值函数 f 定义见表 3第 3行, 表示定义函数 f, 有  , 对任意整数  ,  . 这个函数背景是

对程序中的数组进行统一赋值. 这类样例求解目标公式是设置不同的变量范围, 计算   需要满足的一些数学性质,
例如任意整数  ,  .
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手工构造的 102个样例分为两类.

m S

S .v = R.v mod 2m S .v R.v

1) 第 1 类样例的背景来源于我们 2024 年基于 Scala 验证方法对 Chisel 硬件电路设计进行参数化验证的工

作 [73]. 这个工作中为了能表示任意位长的位向量类型, 使用整数来模拟位向量的运算. 使用整数模拟位向量运算时

涉及大量以 2为底的幂函数和对数函数计算. 例如取位向量 R 的低   位得到位向量  , 需要用取模计算来表示位

向量对应数值的关系:  , 其中   和   表示位向量对应的数值. 该工作将电路中信号需要满足的

性质表示为数学公式, 在程序中用程序规约 (specification)进行表示, 然后从程序规约中生成验证条件 (verification
condition), 基于 SMT求解器进行求解. 验证条件往往包含大量幂函数、对数函数相关计算 (且包括取模、除法等

非线性计算)的求解, 为了使求解器能处理这些问题, 在文献 [73]中我们使用 Stainless工具提供的接口, 在程序层

次手工书写归纳推理证明过程和进行验证条件公式化简.
我们从上述问题背景下提取 SMT公式, 注意到这些 SMT公式所包含的重点函数定义, 如幂函数、对数函数

等均为递归函数. 在本文中我们考察在不经过程序层次用户手工书写归纳推理证明对公式进行化简的情况下, 直
接使用现有求解工具对这些包含递归函数和复杂计算的 SMT公式进行自动求解的能力.

pow2(x) bitLen(x)

∀x,y ∈ N. 2x+y = 2x ·2y

x = 0 0 x > 0 x = 1 x = 1(2)

x = 2 x = 10(2) bitLen(x) = bitLen(⌊x/2⌋)+1 x

f (x) = a f (x−1)+b x−1 x ⌊x/2⌋ x

第 1 类样例我们选取两个关键整数递归函数   和  . 从它们对应的数学性质直接生成 SMT 公

式. 然后直接使用现有求解工具进行实验. 这里两个函数的参数和返回值均为自然数. pow2函数用于计算 2的自

然数次幂, 表 3中   是它相关的一个待验证数学性质举例. bitLen 函数表示数值 x 的二进制位

向量形式需要的位长. 它实际上可以用于计算参数为正整数、返回值取整的 2为底的对数函数, 但 bitLen 具有更

直观的硬件类型背景, 因此本文选择它作为样例. 令   时返回  ;   时,   时, 对应二进制  , 需要 1
位表示;   时, 对应二进制  , 需要 2位表示; 以此类推有递推关系  , 对   为正

整数成立. 注意这里 bitLen 函数的递推关系中出现了取整除法运算, 而现有的整数递归函数样例中一般只考虑线

性加法, 例如最简单的   形式, 递推关系是从   到  , 对应弱数学归纳法, 而从   到   的递

推关系一般需要强数学归纳法来进行求解. 因此这里选取 bitLen 函数可以提升样例中递归函数递推关系类别的多

样性.

x−1 x−2 x

2) 第 2 类样例来源于被广泛使用的离散数学教材 [74]中递推函数相关的例题和课后习题. 其中主要包括斐波

拉契数列和其他类似的递推数列函数, 待求解性质为递推数列需要满足的数学性质. 选取这部分样例的原因和

bitLen 函数类似, 由于斐波拉契数列相关性质涉及从  ,   到   的递推关系归纳证明, 一般需要强数学归纳来

求解, 用于丰富样例涉及的求解技术类别. 另外这部分例子来源于实际的数学问题, 更具有应用意义.
● ADT和整数混合理论样例

这一部分样例中包含了 251个例子, 最早由 Reynolds等人在文献 [31]中提供, 在后续 ADT和递归函数求解

相关文献 [13,15,47]中也被部分沿用. 这部分样例由代数数据类型和整数类型混合组成, 涉及的逻辑主要是 SMTLIB
标准格式中的 UFDTLIA理论, 即未解释函数 (UF)、代数数据类型 (DT)和线性整数 (LIA)混合理论. 这些例子从

带有 list、tree、queue 和 heap 等递归数据结构的程序验证问题中产生.
以 list 为例, 样例中的 list 表示每个元素为整数的列表 (类型写作 Int, 为 SMTLIB标准中的整数类型, 表示数

学意义上的整数, 注意它与 C++等程序语言中的整型有区别). 样例中对不同的 ADT结构定义用于表示其计算或

者操作的递归函数, 这里我们以在 list 上定义 len 和 append 函数为例. 它们分别表示 list 长度的计算和在 list 尾端

添加一个 list 的操作. 待求解性质为定义的递归函数线性计算, 表示性质分别为: 对任意 list x 和 y, x 尾端添加 y 后

得到的新列表长度等于 y 尾端添加 x 的新列表长度; 对任意 list x 和 y, x 尾端添加 y 后得到的新列表长度等于 x 的

长度加上 y 的长度.

∀x : list,y : list. len((append(x,y))) =

len(x)+ len(y)

251个例子中包括 168个待证明的问题和 83个性质不成立的问题. 待证明问题需要证明性质成立, 性质将在

SMT文件中被取反, 当 SMT求解器返回 UNSAT时表示反例不存在, 证明性质成立. 性质不成立的问题一般是将

原问题中递归函数定义或待证明性质进行简单改动所得到, 目标是让求解器求解出性质不成立的反例, 当 SMT求

解器返回 SAT时表示找到一个不满足性质的反例. 以表 4中待求解性质为例: 对于 

, 在 SMTLIB中取反, 表示为如下断言.
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1 (assert (not (forall ((x list) (y list))
2　　 (= (len(append x y)) (+ (len x) (len y)))
3 ))) ; prove

此时作为待证明问题, 目标是令 SMT求解器返回 UNSAT, 表示该断言不成立, 由反证法知原性质成立. 将断

言进行简单修改得到:

1 (assert (not (forall ((x list) (y list))
2　　 (= (len(append x y)) (+ (+ (len x) (len y)) 1))
3 ))) ; find cex
 
 

表 4　ADT理论和整数理论混合样例
 

类别 样例

递归数据结构 list := nil | cons(x : Int, y : list)

递归函数

len(nil,0) = 0
∀x : Int,y : list. len(cons(x,y)) = 1+ len(y) 

∀x : list. append(nil, x) = x
∀x : Int,y : list,z : list. append(cons(x,y),z) = cons(x, (append(y,z))) 

待求解性质
∀x : list,y : list. len((append(x,y))) = len(append(y, x))

∀x : list,y : list. len((append(x,y))) = len(x)+ len(y)
 

∀x : list,y : list. len((append(x,y))) = len(x)+ len(y)+1此时表示的性质为   作为性质不成立问题, 目标是令 SMT
求解器返回 SAT, 表示它能找到一个模型, 使得该断言成立, 从而对应的性质不成立.

实验设置如下: 我们在 20核内存 64 GB的 xeon gold 5115@2.4 GHz处理器上进行实验. 设置每个例子的时

间限制为 300 s. 所有样例统一表示为通用的 SMTLIB格式, 且其中递归函数是使用公理表示 (即不使用 define-fun-
rec, 而是通过多条 assert断言来表示). 通用的 SMTLIB格式作为 Z3求解器, cvc5求解器和 Vampire自动定理证

明器的输入. 然后样例将由通用的 SMTLIB 格式转换为 CHC 形式, 作为 Eldarica、Spacer 和 Racer 这 3 种 CHC
求解器的输入.

对于整数递归函数样例, 我们运行和对比第 5.1节中除 Racer求解器以外的所有工具, 不对比 Racer的原因是

目前 Racer的使用需要先通过相关文献 [15]提供的脚本, 对原 CHC公式进行预处理, 将其中用公理表示定义的递

归函数体进行自动转换, 显式地表示成 Racer 可以处理的特定形式. 然后 Racer 才能对这些递归函数体进行识别

和调用专用算法求解. 否则 Racer无法调用特定算法, 将和 Spacer表现一样. 而目前预处理脚本和 Racer工具不支

持本文整数样例中的递归函数定义, 只能支持 ADT和整数混合理论样例的问题, 因此我们只在混合理论样例中才

考虑 Racer工具. 对于其他工具, 除 cvc5求解器和 Vampire自动定理证明器以外, 均直接使用默认命令选项. cvc5
求解器使用归纳推理增强和子引理生成的命令选项: --quant-ind --conjecture-gen --full-saturate-quant. Vampire自动

定理证明器使用 portfolio模式的归纳推理策略 (其中包含了专用于整数归纳推理算法的命令), 命令选项为: --mode
portfolio --schedule induction.

对于 ADT 和整数混合理论样例, 我们运行第 5.1 节中所有工具, 其中: 1) 在运行 Racer 工具求解前, 先通过

Racer文献 [15]提供的预处理脚本将原 CHC公式中的递归函数定义转换为 Racer需要的形式. 2) 对于 168个待证

明问题, 运行所有工具, 其中 cvc5 和 Vampire 使用如整数样例一样的命令选项, 其他工具均使用默认命令. 3) 对
于 83 个性质不成立的问题, 由于 cvc5 和 Z3 求解器实现了用于递归函数问题的有限模型寻找 (finite-model-
finding)技术, 根据文献 [50]报告, 该技术有利于可满足性问题的求解, 但需要输入显式定义的递归函数, 因此我们

先将这些问题中通过公理断言表示的递归函数定义转换成由 define-fun-rec 表示的递归函数定义, 然后再调用

cvc5和 Z3进行求解. cvc5在命令选项中加入--fmf-fun 参数, 表示调用有限模型寻找技术, 其他参数选项均和之前
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实验一样.

 5.3   实验结果

整数递归函数样例结果如表 5所示. 对于总的 222个样例, 如表 5中加粗数字所示, 基于 SMT求解和归纳推

理算法的求解器 (Z3/cvc5/Vampire)中求解数最多的工具是 Vampire, 可求解数为 84/222=37.84%, 基于 CHC归纳

不变式生成的求解器 (Spacer/Eldarica)中求解数最多的工具是 Eldarica, 求解数为 105/222=47.30%. 下面分别介绍

在两类样例来源上的表现.
  

表 5　整数递归函数样例不同求解器实验结果
 

样例来源 总数 Z3 cvc5 Vampire Spacer Eldarica
文献[55]样例 120 0 29 76 62 84
手工构造样例 102 4 29 8 15 21
总解出数 222 4 58 84 (37.84%) 77 105 (47.30%)

 

在 120 个文献 [55] 样例中, Eldarica 和 Vampire 解出数最多, Vampire 在这部分样例上求解数达到 76/120=
63.33%, 远多于 SMT求解器 Z3和 cvc5. 这一表现符合预期. 因为文献 [55]样例正是 Vampire团队提供, 他们某种

意义上针对这部分样例的形式进行了专门的整数归纳推理优化, 并实现在 Vampire中. 相比之下, Z3没有实现归

纳推理, 解出数为 0, 而 cvc5虽然实现了归纳推理增强, 但它在整数归纳推理上实现较为简单, 无法应对整数变量

小于 0, 以及具有非常数边界的情况, 因此 cvc5可以求解较少数量的例子.
CHC求解器方面的求解能力稍微有些超出预期. 其中 Eldarica解出了 84/120=70%的样例, 甚至超过了 Vampire.

以往文献中并缺少整数递归函数样例上 CHC求解器与其他 SMT求解器或自动定理证明器的对比实验结果, 本文

的实验可以作为补充. 结果表明 CHC求解器即使没有专门实现归纳推理技术, 仅靠基于归纳不变式生成算法在求

解整数递归函数的问题上就具有较好的求解能力. 其原因可能是 CHC求解器对整数理论的支持较好, 且整数实验

样例中的递归函数形式相对简单, 且性质公式中线性计算为主, 易于 CHC求解器计算出归纳不变式, 完成待验证

性质的证明.
对于 102个手工构造的样例, 用于实验的工具均表现不佳, 其中求解数最多的是 cvc5和 Eldarica, 求解的数目

分别为样例总数的 29/102=28.43%和 21/102=20.59%. 手动构造样例的主要求解难点来源于两部分, 一部分是递归

函数定义和相关性质公式, 如取模计算等带来的非线性. 非线性理论的求解一直都是求解理论判定算法中非常具

有挑战性的难点问题. 另一部分是根据 bitLen 和递推数列问题中包含的递归函数定义, 求解带有这些递归函数的

性质公式依赖强数学归纳法求解. 但目前的求解器归纳推理算法中均没有实现强归纳法. 其主要原因可能是: 1)强
归纳推理的归纳假设需要在公式中额外引入全称量词; 2) 在 ADT 理论的问题中进行强归纳推理, 需要能够判定

任意两个项之间的子项关系 (subterm relation). 这些都将增加求解过程中的计算开销, 带来一定的挑战性. 且现有

开源样例中需要通过强归纳法进行自动推理求解的问题比较少, 使得研究者缺少研究动力 (motivation).
总的来看, CHC求解器基于归纳不变式生成的验证方法和 Vampire整数归纳技术的引入, 在整数递归函数

样例上都具有一定的效果. 主流 SMT求解器在整数理论的递归函数问题上, 尽管如 cvc5实现了基于弱数学归

纳法的归纳推理增强技术, 但实现较为简单, 无法处理复杂的问题类型. 主流求解器可以完成相对简单的归纳推

理或归纳不变式生成的求解任务, 但难以应对复杂计算公式和函数定义的问题. 根据调研和实验结果, 现有工作

对于整数递归函数 SMT 公式自动求解的研究非常欠缺. 其原因可能是: 整数归纳推理问题更多来源于数学背

景 (如本文中提供的斐波拉契递推数列问题) 而不是程序验证背景. 对于数学背景问题的求解目前主流思路还

是基于交互式定理证明工具 (如 Lean、Coq 等) 进行人工证明而不是机器自动证明. 因此学术界对自动归纳推

理证明的研究更偏向从程序验证背景中获得的 ADT相关问题, 从而缺少整数理论 SMT公式自动归纳推理的开

源样例和研究工作. 但随着当前人工智能的流行, 许多人开始对人工智能辅助进行数学问题的自动求解感兴趣,
作为自动求解的底层引擎, 对带有整数递归函数的 SMT公式进行归纳推理等自动求解的技术或许将成为未来

的研究热点.
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ADT和整数混合理论样例的结果如表 6所示.
待证明的 168 个样例结果显示, 现有求解器则表现均一般. 基于 SMT 求解和归纳推理算法的求解器 (Z3/

cvc5/Vampire)中求解数最多的工具是 cvc5, 可求解数为 74/168=44.05%. 而相比整数样例, CHC求解器在 ADT样

例上的表现较差. 其中求解数最多的工具是 Racer, 它实现了专门针对 ADT 和递归函数的求解算法, 但只能求解

出 39/168=23.21%的样例. 其原因可能是待证明样例较为依赖归纳推理进行证明, 而当前 CHC求解器算法中无法

进行自动归纳推理. 另外 CHC 求解器的理论判定算法也无法较好地处理包含 ADT 的问题, 对于复杂的 ADT 理

论样例无法求解出用于证明性质的归纳不变式.
 
 

表 6　ADT和整数混合理论样例不同求解器实验结果
 

样例类别 总数 Z3 cvc5 Vampire Spacer Racer Eldarica
待证明样例 168 12 74 (44.05%) 51 4 39 (23.21%) 12

性质不成立样例 83 47 32 0 83 81 83
总解出数 251 59 106 51 87 120 95

结果显示, 在性质不成立样例上 CHC求解器几乎均可以求解全部例子. 这可能得益于 CHC求解算法中求解

归纳不变式的计算框架. 如 IC3/PDR 框架本身就是模型检测问题中求解反例最优算法之一. 而相比之下, 尽管

SMT求解器中实现了对递归函数进行有限模型寻找的技术 [50], 能够求解一部分性质不成立样例, 但它搜索可满足

模型的算法没有更进一步进行专门优化, 从而求解效率远低于 CHC求解器. 实验中 SMT求解器 Z3和 cvc5需要

对输入文件中定义递归函数的形式进行预处理, 然后调用有限模型寻找方法 (--fmf-fun参数), 但只能求解 47/83=
56.63%和 32/83=38.55%的样例. 自动定理证明器 Vampire则无法求解出任何样例. 这是由于自动定理证明器没

有实现任何专用于递归函数问题可满足性求解的推理技术, 且相比之下推理系统更适合也更关注进行“证明”任务.
需要注意的是实验发现若 SMT求解器不开启模型寻找算法, 会和 Vampire一样无法求解任何问题. 从这一角度来

看, Reynolds等人在文献 [50]中提出的递归函数模型寻找算法在帮助 SMT求解器应对带有递归函数的性质不成

立问题时具有重要作用但有待进一步优化和提升. 另外, 在部分关注 ADT和递归函数求解的相关文献中 [13,15], 作
者同样运行 SMT求解器 Z3和 cvc5与 CHC求解器进行了实验比较, 但文中实验结果显示 SMT求解器无法解出

任何样例. 实际上这是由于它们没有开启 SMT求解器的递归函数模型寻找算法.
从 ADT 和整数混合理论样例的实验结果中, 我们可以得出如下结论: 1) 归纳推理技术的使用具有较好的效

果, cvc5和 Vampire在开启归纳增强选项后能求解的例子数相比不支持归纳推理的 SMT求解器 Z3具有较大优

势, 但依然有超过一半的例子无法被求解, 因此现有求解工具都具有很大提升空间. 求解能力不足的主要原因可能

是由于现有求解器中实现的引理生成技术难以处理长度较大、结构复杂的 ADT公式, 需要研究更高效的引理生

成算法. 2) SMT求解器中实现归纳推理增强的 cvc5求解器, 相比在推理系统中引入归纳推理增强的 Vampire具
有更好的效果, 其原因可能是 SMT求解器对 ADT理论以及混合理论问题的支持更好, 集成了更丰富的优化和求

解算法. 3) CHC求解算法在 ADT理论问题的“证明”任务上求解能力有限, 但在“找错”任务上具有很好的效果. 可
能是由于 CHC求解器对 ADT理论判定方法的支持还不够成熟. 且 CHC求解器中仅靠归纳不变式生成和基于展

开的递归函数求解算法来进行验证, 无法替代基于自动归纳推理的验证算法.
两类求解算法对比如下.
值得一提的是, 对于性质证明问题, 尽管单一求解器的求解能力有限, 且 CHC求解器相比 Z3/cvc5/Vampire求

解效果稍弱. 但如果考虑每一个样例被任意工具求解的情况, 我们发现 CHC工具的求解能力可以与其他工具互为

补充. SMT求解器 (Z3/cvc5)和自动定理证明器 (Vampire)主要基于从前提公理推导出性质取反不成立的反证法

思想, 来进行待证明 SMT问题的求解, 然后通过归纳推理技术处理递归函数; CHC求解器则主要通过生成可推导

出安全性质成立的归纳不变式等模型检测思想, 来进行待证明 CHC问题的求解, 然后通过递归函数展开和抽象方

法来处理递归函数. 在表 7中我们分别统计了这两类求解器在待证明样例上的综合求解效果 (即只考虑前文所述

所有实验样例中排除掉 83个性质不成立样例的问题). 对每一个样例, 若它能被 Z3/cvc5/Vampire中任意求解器求
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解, 则统计到表 7样例来源 Z3/cvc5/Vampire下; 若能被 Spacer/Racer/Eldarica中任意求解器求解, 则统计到样例来

源 Spacer/Racer/Eldarica下; 若能被这里所有求解器中任意求解器求解, 则统计到样例来源任意工具下. 括号中的

百分比表示求解数占这一类样例总数的比例.
将表 7 括号中的百分比分别与表 5、表 6 括号中的百分比进行对比, 可以看出, 类似算法的求解工具可求解

样例重合度较大, 百分比提升不明显, 但如果考虑不同算法综合求解能力, 则求解数提升较大: 对于整数样例,
Z3/cvc5/Vampire和 Spacer/Eldarica这两类工具中, 单一求解器表现最好的分别是 Vampire和 Eldarica, 解出数比

例分别为 37.84%和 47.30%. 如表 7样例来源为 Z3/cvc5/Vampire下, 整数样例总解出数的结果所示, 如果分别考

虑每一类工具, 则能被任意 Z3/cvc5/Vampire求解样例数为 52.25%, 相比 Vampire提升 52.25%–37.84%=14.41%;
能被任意 CHC求解器求解比例为 48.65%, 相比 Eldarica提升了 48.65%–47.30%=1.35%. 这两者提升都较为有限.
但如果综合所有工具来看, 能被任意工具求解的样例数占比为 69.37%. 提升比例达到 69.37%–37.84%=31.53%和

69.37%–47.30%=22.07%. 相比只考虑单一种类算法的情况提升较大. 类似地对比 ADT 样例中待证明数据结果,
Z3/cvc5/Vampire和 Spacer/Racer/Eldarica中表现最好的分别为 cvc5和 Racer, 求解比例如表 6中数据 44.05%和

23.21%. 同类算法求解比例分别为 47.62%和 24.40%, 表明分别看两类求解器, 那么在每一类求解器中最优求解器

求解样例基本覆盖其他求解器能求解的样例. 但如果综合所有求解器来看, 求解比例为 60.12%, 相比 cvc5 和

Racer分别提升了 60.12%–47.62%=12.5%和 60.12%–24.40%=35.72%, 具有一定的提升效果, 这表明两类工具所能

求解样例可以在一定程度上互为补充.
 
 

表 7　所有待证明样例不同求解算法对比结果
 

样例来源 总数 Z3/cvc5/Vampire Spacer/Racer/Eldarica 任意工具

文献[55]样例 120 86 86 108
手工构造样例 102 30 22 46

整数样例总解出数 222 116 (52.25%) 108 (48.65%) 154 (69.37%)
ADT和整数混合理论待证明样例 168 80 (47.62%) 41 (24.40%) 101 (60.12%)

所有待证明验证总解出数 390 196 (50.26%) 149 (38.21%) 255 (65.38%)
 

 6   总　结

本文主要关注带有递归定义的 SMT公式求解技术. 我们对求解 SMT公式的 3类主流工具: SMT求解器、自

动定理证明器以及 CHC求解器分别进行介绍. 在每一类工具中详细展示了通用判定算法和针对递归定义的专用

求解技术.
对于 SMT 求解器, 我们从通用的 DPLL(T) 判定算法开始, 介绍了无量词代数数据类型的理论判定算法和为

求解递归函数问题的归纳增强与子引理生成技术. 对于自动定理证明器, 我们从推理框架开始, 介绍了近年来在推

理系统中引入自动归纳推理的一系列工作.
上述两类是目前直接求解 SMT公式的主流方法和工具, 它们都基于在原求解判定框架中引入归纳推理方法

来提升对带有递归函数的 SMT 公式的求解能力. 可将它们归为第 1 类方法, 根据我们对这类方法相关文献的整

理, 可以发现这类方法的引入来源于认识到带有递归定义的 SMT公式尽管表示形式极为复杂, 但具有特定的归纳

结构, 于是可以通过在求解环境中引入表示归纳推理的基础步骤公式和归纳步骤公式的两类特定公式来实现“归
纳推理增强”. 使得求解工具具有自动进行归纳证明的能力, 不带有归纳推理增强的原算法则几乎无法自动求解任

何递归函数问题. 另外在引入归纳推理增强的基础上, 辅助证明引理的生成技术对求解效率起到非常大的作用. 这
是由于求解器缺少对用未解释函数和 ADT结构表达的递归函数问题基本性质的理解, 辅助引理的引入, 可以提供

必要的公理, 来提高求解器对递归函数相关计算关系和性质的认识, 帮助对复杂公式进行化简. 因此基于 SMT求

解和自动定理证明求解的方法, 主要的研究重点是在引入必要的归纳推理模式基础上, 进一步提升求解过程中辅

助证明引理生成的效率和质量.
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除了 SMT求解器和自动定理证明器外, 我们还关注到可以通过 CHC求解器来求解带有递归函数的 SMT问

题. CHC求解器主要用于软件模型检测问题中的程序验证问题, 而 ADT和递归函数的递归结构, 也可以被表示成

CHC求解程序验证问题算法需要的迁移系统形式. 在使用 CHC求解 SMT公式时, 需要先将 SMT公式从通用形

式转换为 CHC 特定形式. 本文介绍了 CHC 求解的主流算法和通过 CHC 算法求解递归函数 SMT 问题的方法和

工具. 基于 CHC求解的方法可以称为第 2类方法, 与第 1类方法最大的不同在于这类方法不通过归纳推理来求解

递归函数问题, 而是通过生成归纳不变式和递归函数展开的算法完成求解. 实验结果表明这一类方法能够与第 1
类方法互补.

我们通过从现有文献收集和手工构造的方式获得了两类具有程序验证背景的实验样例集. 分别是纯整数理论

样例集和 ADT理论整数理论混合样例集. 在这两个样例集上进行实验, 然后对比分析了基于不同求解算法的几种

主流求解工具的表现. 实验结果表明, 现有求解器在求解带递归函数的 SMT问题上可提升空间较大. 尤其是在“证
明”任务上, 对于这两类样例, 单一求解器能求解的数目均不到一半.

这些主流求解器中, 对于递归函数问题, Z3没有实现自动归纳推理方法, 因此能求解数目最少, 但它实现了递

归函数的模型寻找方法, 可以求解一部分性质不成立的“找错”问题.
cvc5的主要技术是基于归纳推理增强和引理生成算法, 它的综合表现较好, 在每一类问题上都能够解出一定

数量的问题, 但在整数归纳推理, 非线性理论求解等部分还有待加强, 可以考虑在 DPLL(T) 求解框架中引入类似

Vampire 的整数归纳推理模式. 并进一步提升其引理生成算法在复杂样例上的能力. 结合当下大模型在程序生成

和数学推理上的热门趋势, 或许可以基于大模型方法来帮助算法进一步理解复杂的递归函数公式, 并更好地生成

用于辅助证明的引理.
Vampire 的主要技术是在自动推理系统中引入各种归纳推理模式, 但它的引理生成算法较弱, 这导致它在手

工构造的复杂整数样例和 ADT整数混合样例上求解表现均不如 cvc5. 虽然在推理系统中引入自动归纳证明的文

献较多, 但大多数集中在引入不同类型归纳模式, 这可以认为是一种“广度优先”思路, 能够提高推理系统能求解的

问题种类. 这一思路可以在其他求解算法未深入涉足的问题类型 (例如整数理论递归函数求解)上取得优势, 但在

更通用问题类别上难以胜过其他工具. 需要进一步提升推理系统求解各种类型问题的“深度”, 如加强自动定理证

明工具对非线性理论和 ADT理论背景公式的求解算法能力, 提升基于推理系统的辅助证明引理生成技术等.
CHC求解器对于“找错”任务的处理能力好于 SMT求解器和自动定理证明工具. 在“证明”任务上, 对于整数类

型问题的处理能力相对较好, 对于复杂的 ADT理论问题的求解能力则有待提升. 而且得益于 CHC求解算法基于

归纳不变式生成的原理, CHC求解器可以求解一部分基于归纳推理方法无法求解的问题, 这提示我们可以尝试将

自动归纳推理算法与 CHC求解的归纳不变式生成算法相结合, 帮助提升现有工具/算法应对复杂多样理论背景问

题的求解能力.
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