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i OE BT AR L BT ILG B AR R T MR B, BB T ERE RN EAFIBRTELAETE,
HF, KT NTRU Bty i £ R LM F . HHEREZ5MHEE LB . CTRU-Prime 7% %5 T NTRU ##i%,
KTFHAZAM., BRAENZE LS EERIA GPU £ XIAEFATAEAES L 697 K48 #, £ Tensor Core #=
CUDA (compute unified device architecture) Core #9355k E 45 T CTRU-Prime #9 4 /> & &t & % M. CTRU-Prime
BURERIEEM A TV SOR, B 5 B ML E QR B, &4 % AKXk ey TIF IR, Bk, BB AHE
M-3R b % AKX TR 4 GPU 235 %. 3F CUDA Core #9404 &3 R %% NTT 49 % A X AE A B ab A AL
g AKX, A9 iA %) 256.98 15 AL E, & F Tensor Core #9#AHH X % A X ik, ¥ 2 X R K40 H SE A,
B A8A E MMA (matrix-multiply-and-accumulate) 324 52 8L, 46453483 17724 25k 8. 5, o EHA XL
— X BABAFZEEHRK, LH8 T GPU F & L& 6 Ak g4 CTRU-Prime &AM, 127 8o N 4. &5
BN AH . HATH AKX FRACE I, Jobk B R 05 A A B . FI e R R, AF RTX3060 F
4, CTRU-Prime-653. CTRU-Prime-761. CTRU-Prime-1277 G447 VAo #ATH4A 4 K 6.3, 54. 1.6 TR, &
3 E 63.5. 274.5. 160.1 Fk, FAAMIE 35.1. 262.2. 152.4 Fk, 2 C ZIREA L KRBT 68.85.
79.78. 66.84 1%, FAAF K AL B 69 10.32. 46.57. 46.81 1%, BHMAIE AL T4 11.43. 89.19. 90.32 1. B & A
FHL4) Kyber 4Bk, BAAH K AL FAF] 1.46 12, BHAMITEAZ] 1.74 42, R L4 NTRU #4 GPU F 5L 50
4 26 4%

XI5 T M NTRU #A AR5 5, B0 KA AT, B AR S

FEES S TP309

rRCE] R A R BIRESE, ARTE )1, TLRF, 2530 fE, 8%, #£ T CUDA CorefliTensor CorefJCTRU-Prime s 7 iE B SEF. AR 4424 3R.
http://www.jos.org.cn/1000-9825/7559.htm
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Abstract: The rapid development of quantum computers poses significant threats to existing cryptographic systems. The implementation
and migration of post-quantum cryptographic algorithms are therefore of utmost importance. Among these, NTRU lattice-based
cryptographic schemes have gained attention due to their simplicity and computational efficiency. The CTRU-Prime scheme, based on
NTRU lattices, stands out for its excellent performance in security, bandwidth, and implementation efficiency. Given the powerful
capabilities of GPUs in handling large-scale parallel processing tasks, this study presents the first high-throughput implementation of
CTRU-Prime using Tensor Core and compute unified device architecture (CUDA) Core. The underlying algebraic structure of CTRU-
Prime is large-Galois-group prime-degree prime-ideal number field (LPPNF), which not only resists attacks targeting cyclotomic rings but
also presents challenges for the implementation of polynomial multiplication. First, two GPU implementations of polynomial multiplication
over LPPNF are proposed. The CUDA Core-based Pseudo-Mersenne incomplete N77 polynomial multiplication uses layer fusion
techniques to optimize memory access patterns, achieving a throughput of 256.98 times. The Tensor Core-based schoolbook polynomial
multiplication converts polynomial multiplication into matrix operations, leveraging low-precision matrix-multiply-and-accumulate (MMA)
operations, achieving a throughput of 177.24 times. Next, an overall architecture for CTRU-Prime on the GPU platform is presented,
focusing on throughput. This architecture combines batch mode and single mode, multi-stream technology, and multi-thread techniques.
Optimization strategies such as fused kernels, coalesced global memory access, and optimized memory access patterns are employed to
accelerate memory access and computation speeds of various kernel functions. Experimental results show that, on the RTX 3060 platform,
CTRU-Prime-653, CTRU-Prime-761, and CTRU-Prime-1277 can perform key generation at rates of 63000, 54000, and 16000 times per
second, respectively; key encapsulation at rates of 635000, 2745000, and 1601000 times per second, respectively; and key decapsulation
at rates of 351000, 2622000, and 1524000 times per second, respectively. These rates are 68.85, 79.78, and 66.84 times higher for key
generation, 10.32, 46.57, and 46.81 times higher for key encapsulation, and 11.43, 89.19, and 90.32 times higher for key decapsulation
compared to the C implementation. Compared to the latest Kyber implementation, the key encapsulation throughput is 1.46 times higher,
and the key decapsulation throughput is 1.74 times higher, making it 26 times more efficient than other high-throughput NTRU lattice-
based GPU implementations.

Key words: post-quantum cryptography; NTRU Lattice-based cryptography; key encapsulation mechanism (KEM); parallel processing;

graphics processing unit (GPU)

BEE TR IS R, 250 A A2 0 R G0 E T K. T #F e85 R A Shor Hv%k e 2 ARt
T A 24 T 2> 5 5 T A o) T 25 T PR KR 0 7 e P 0 10N 0 56 28 L PR Y ) R R b, TF e A KL 1 5 () 3 2
NREMEE— G T %M, B3] T 2EAR TR TR Tz 0.

207, HBL T £ G R T2 HE %7 %R (key encapsulation mechanism, KEM). 32 [ [E 5 ¥x i 5 5 AR 50 B
(National Institute of Standards and Technology, NIST) 7E [a] #1285 F & Hi A B A AR I AiE R $2 R vp, B G KEM.
FEAESE 7 Sk, B NTRU #4104 f 0K 1] #3208 H . Hoffstein 25 A P 1998 4E1ER$RH T NTRU B )5 %, 4
4 NTRU EL A & B B2 S (R BRI IO 50724 77 5 Faleon) HOBEREZLRRSY. 2643 BIFF A9 CNTR
B UK 4 NTRU A% 205 5 2 M T e F ot ok, 2058 A 51 2% 50 2 TR IR 4 26 30, JF4HXT NTRU B! KEM 7E
AN, W BREF IR LI T M I ERE. LAk, FET NTRU A% 7 5 T EAREALFI R Ak
(Y& . F7E 2009 4F, IEEE brvf 1363.1 a6 7 4T3 12505 J5 %, 1045 NTRUEnerypt'™. 2011 4F, X9.98 #rifk K
F1 7 NTRUEncrypt H T4l 45 . 2016 4F, Schanck %5 A 15435038 i3 48 F] NTRUEncrypt 4 &5 4 I i 254 5
It ECDH % 4H— &2 {8 A, LAYG 3% Tor WM AE &I AR AT ) R %5 1. B FrdwiE OpenSSH 7E 2022 4 4 H KA
9.0 i LUE A, SKH T NTRU-Prime 5 X25519 ECDH M145 & IR S48, DARMEiR S 5 Mo Bods. SR,
KZHIUA T B3RS 5 3, A48 NTRU, #5235 140 B R 0. fn ek O b e i 16, 5 B3 i = AR
L EIX L )5 4% 5 % I TGE . Bernstein Z2 N T — AN HRGFm et REH . K Galois BERITE B
IFERRAREL 540, AR SOK XK Galois B Y. BT R I EUR (large-Galois-group prime-degree prime-
ideal number field, LPPNF) fai#5 2 [#08. Bernstein 5 A B @ 50K IUE IR AR B W 2 E R M B £
I, DAAIRAE AN FEZE IR B0 o3 R A I Bets, TR AL BE DR AT 1) 22 Ve T7 5. 2 T B H03R v & P 4% 1) 2%
M7 RRMEIE 224 AR, ERH ST B LR, (M, NTRU-Prime 77 A XA S F g 'Y, JE
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SNTRU-Prime-761 Z${ ©. 44 OpenSSH HVERIARN FH, BN KEM FFszhrife.

CTRU-Prime!?'#F CNTR 357t F{# ] LPPNF fRE45 M, 14, 798 SCBLRR J7 1 L NTRU-Prime 5
A, I H T OB R B AR EZS 52BN e s BT 7 SLI. 4R11, 18 CTRU-Prime IXFEEE T 4% 1077 R
AR E . WA K UL TO AR5 K H A, 78 Bl & BRI R4 28 im a5t X & SR sCon M REIRAN. 1tk
A, FIEEFARE BOR AR RS A L, CTRU-Prime #2447 im0 % &1, (BT EZMEURA R & NTT i3
INMER=IESE-F 3

U4k, BT AL FEH T (graphics processing unit, GPU) FEA& HERRUBIFAT THRLRE o A ik &, %4 F T m e ot
FUEERT S . BRI OISR . S HIRSIET GPU T & WAL SZBL, F1 4, STk [14-16], %K T4
JBEIT R GPU ) CUDA (compute unified device architecture) Core Fl Tensor Core it 578 71 LAt — B IR mik 2
e E. BT, GPU B ZNHTHREFE T RIS . MBI 5, Mt T GPU L8l CTRU-
Prime 2 s 20 MEALE PR M43 4 % B

AS$2 H CTRU-Prime-653. CTRU-Prime-761. CTRU-Prime-1277 (] GPU &t B 52N, 1% 7 Rer o5k
HATAIAT S S AE MR A A S T, T4 R GPU ITHELRE ), MR BB AT 3%, 153
R H AR, A EZETTERA LT

(1) EM Ul TAE NTT Kb, 76 GPU %l BARTEPRAR. 18 W Fh = I 250 1 2 ik (¥ GPU 23y
. 2T CUDA Core FIIWHERRECA 788 NTT 1) 2 BIAFiEAT HZ A BEAR AL Ui K, 7E n=653, 761, 1277 iX
3HBHTE C LB FLIRLE RMEL, 225553 T 1.09-11.08 f%. 2.02-256.13 %51 2.86-256.98 f& K& .
EEF Tensor Core FHRNHTI 2 M ATei%, ¥ 2 WA TRILEAL N FEHEEE, FIFKAS B MMA (matrix-multiply-and-
accumulate) EEESZEL, H R84 tensor SR SZBLAN 71 A0 7] A FALH 1) tensor FeSZBL4TAIIEE] T 1.19-2.04 £5 71
10.36-177.24 f5 155,

Q) dicfEEA, BB ZRBEARMZELEER, ST GPU F& L& &K CTRU-Prime &4
Bk, S, RV E A% EHFERNAATIIN . AT AR AR SRl IR &M% R B U A A0 SRl
FE. GBI S0 30AF A A Ak S0 00 A B AEAS R AR B /S T, A A SRS AT B8P T 31.25%-73.17% 1A
AT A]; 2 HAT Y 768, CUDA i EE N 8 B, i 2 i H R B8 /> 72.83% 1) CTRU-Prime-761 % $3f%
BB IR M PAT I a].

(3) UL RF W, I T RTX3060 “F-4, CTRU-Prime-653. CTRU-Prime-761. CTRU-Prime-1277 404 Al A
BT HA R 6.3 5.4, 1.6 AR, BRI 63.5. 274.5. 160.1 F3Ik, BEfEE % 35.1. 262.2. 152.4 IR,
& C PR E A A 2 68.85. 79.78. 66.84 fF, Z PR AN 10.32, 46.57. 46.81 £, HHAMRE 4%
FrH R 11,43, 89.19. 90.32 1%. FHH LA Kyber #HH, %453 ik BiA F] 1.46 %, B PR E Rk 3
1.74 £i%, ;& HAh NTRU #%3E GPU = Bk S23L i 26 £i%.

1 XTIk

GPU V& L5 & T 5 hnis v] K& NFE T CUDA Core Fl13E T Tensor Core 3.

3T CUDA Core it 31 S2HUR & T35 2 GPU Ja & 7% I i) E9 75 . B, Gupta 25 N R R T )5
B PR HRESN GPU S2B, 2 T FrodoKEM-976. NewHope-1024 1 Kyber-1024 f¥] GPU Sz¥, 3:#it T
A7 B A ANtk A RS X DUE A RN 3 5. Sun 28 AN U5 T AT 2 4T & 19 SPHINCS AL 7532, K3
SPHINCS W #8&5 # Beit FHAT IR A, 345 & Z ML B ARG LR T GPU P&, Gao 25 AR FF L T
NewHope FIFEHESEIL . 2k BE SEILAN 2 i SE TR, BRI T AN [R5 W 7 B AR 88 b A8 N8 s e ok 1 7 THD AT 0CSR.
Shen 25 A\ UHE W 745 1 AN 1) IR 5% 28 ) s 7 M MIL-DSA 2542 ¥eit, Sl M i = 76 20 T 3l vk 4 R ST R B2 AL
Je HARRAE 4P R AT e, Sell 1 B Tk pe e 7t

Tensor Core T MMA 188, A0 TAE#RIT T Tensor Core 185 T35 05 _F (K2 R, Lee £ A 42 1



{3 Tensor Core B % &b B R 15 R B4 /NI B 25 56T (1 T LAk HR AT 8035 LA AR B 25 i 1 22 T BV, 0%
ZHARRLH T NTRU. Wan 2\ P14 T Tensor Core 784% 3 11 B 2 18] (AU, $2 7 2600 JE1E 3] AT ik #4332
B EAHE R ANIE T Tensor Core [ NTT &, T4 Kyber b 520 514, ConvKyber® 8t — 54840 T Kyber %
T Tensor Core 1528, $2H T WiFiol Kyber NTT 346 3% AR K B e 72 (4 61 37 7 vk, A3 FHVC 4R 2R AR A 1 45 4
Tensor Core ¥ . Hafeez 25 A\ P15] N5 2 A AL BB R F3feidi 5 209k 43 B H AR, FIF Tensor Core Jii#
%2 W afe v AL 1 2 B B O M B, K% 5 RS2 T+ Sable T Florete. Hafeez 25 A U HY 7 — R 4T Toeplitz
HE T ) AR A LLINIE GPU b s2 8l 2 T3k id:, £ CUDA Core 1 Tensor Core b i4T L%, 5 R H LA
Saber 1 Sable 75 F|5IF.

NTRU ¥ M 53510 GPU IR B AR &40 F. 2010 4E, Kamal % A\ P GPU Jnis AL AT B 47 4 1745
P NTRU-Encrypt. 2010 4E, Hermans 25 A\ PY%1 % CUDA “F- & V40T T #1023, @ BB %4032 AR
) R LR A8 A B AR AR A AN PR A B, 2014 4F, Bai 25 A\ PVH0 NTRU #0 K $0#s i 3, $2H 7 #. GPU
FH I, B GPU BRI 2 GPU MUARIX 3 FiSRuE SR 7 M S £ HURZRFR G (89 HA4T, FE ML
ARSI %S B 2016 4F, Dai 45 A FI ] GPU 78 K [ B A BE_E [ {98500 25 4 77 % NTRU-MLS f)JE
JERAE S A TR T I, S8 GPU [RII AR R B AR K i — B 3B 4R B 3036 2018 4F, Akleylek %5 A\ P
FEH T NTRU-encrypt [ 5 Z 5 Se B, H42 11 Karatsuba %2 5 R 375 538 F SCBLAR ELBAT 20.6% [W3RT), i%
W REDE g ToP ¥ SEAAR AL (5 $R AL Ak 2 TR 9.

2 EahEmR

2.1 HFSEEX

TEARH, R RAREHE, Z RABERE, n,g RAFLIERY, 7, =2/q2=(0,1,...,q- 1) Rrliq IR R H
Pl ) 2 W iE HIHE Z WK R, = Z,[x]/(x" - x— 1) BT, HREoa R Eam n -1 IR E T H {50
(EZ, . R f= > fod kA B TR TE, Jeh £ e 2.

WD RA—MEE, NS x « D ERNEETHSFENUER —NICE x, & D A— MRS, M5 x— D
FRRIEX — MR AR R x. LS ASE RO T4 B, 1152 SR {0, 1127 RIS BENL R AR5 3
(@132, sy by by b B D (0= by TRBEZ TR £ B, RoRAHG A REEAT R,

22 HitTin

i AFH (number theoretic transform, NTT) L 156 B 38 _E 22 10 2 ik 1) v RSP, T 2 bt e BiL oA 45
(fast Fourier transform, FFT) 7E45 B3k b FIRERR I AR 25 18 2 T 0 Ry =Z,[x]/(x"=1) iz mieriE, Xdg N
FEETL nlg -1, AT LILE Z, PHE] n AR RAAR o . % £ R, PAEEZ TR, WAL LW NTT(f) = f =
(o frveees o), Jh = D feo mod q AR LA 5 TR MO B L FR, TN 2 TR A Ay o
NI E TG IR, AT« o »FoRIE — . W NTT ¥ h = f- g ¥4 N NTT(h) = NTT(f) o NTT(g). Fit L Ht
38 A e s N f = INTT(f), Horp fi=n! Zj; fiw™ FERE f = INTTINTT(f)), I h = INTTINTT(f) o NTT(g)).

FEFH [ 8 42 5 B (Chinese remainder theorem, CRT), 7] AR FH FFT-trick i#F— 5 nig NTT. iR 2 i fAilg
T2, AT LG B[RRI R 2R Z,[x1/(f8) = Z,[x1/(/)*Z,[x)/(g), X —EEW AT LA EAEEZ AP RIZ A, —
HEHIHE N-NTT X RLII RN Z,[x]/ (M = V) = Z,[x] ) (x" = OXZ, [x]/ (X" = pC )% ... XZ,[x] ) (x" = pV7'C), Herb p M Z,
N IR JFE BALRE. IE ] FFT trick {4 CT (Cooley-Tukey) B4 /5 ) 33515 FFT trick 8 GS (Gentleman-
Sande) S # 1 P71,

2.3 CTRU-Prime & Ak
2 13 N UPIBR H (F) CTRU-Prime &3 T B HUSUR R BEAL B A RS T NTRU B3R 3 B B 2 7 .
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LT 5. & F CUDA Core #= Tensor Core 49 CTRU-Prime & &t 2 I, 5

CTRU-Prime #: T NTRU R A RLWR %, fE224PE. 77 % . SLBRCER J5 A1 SNTRU-Prime #8 Eb B A5 40 %5,
% 144 T CTRU-Prime (1] 3 LS #4E.

# 1 CTRU-Prime %%

n q 0@ n' (F1,¥2,¥3) k| lct BW.  NTRU(C,0)  RLWR(C, Q) 5
653 4621 2" 320 (Bs, Bs, B3) 994 898 1892 (152,137) (151, 136) 27166
761 4501 2" 376 (B, By, B3) 1158 952 2110 (178, 161) (181, 164) 2717
1277 7879 2" 632 (By, By, By) 2067 1597 3664 (299, 271) (297, 269) 27"

CTRU-Prime I ASINE 7 RUNEIE 1-3 Fiow, BEE L7 RWEE 4-6 FioR.

E% 1. CTRU-Prime.PKE.KeyGen.

BN ESH,
frh: AP ARG (pk, sk).

l.ge¥, ffeY,

2. f=pf+1
3.h=g/f

4. return (pk = h, sk = f)

3% 2. CTRU-Prime.PKE.Enc.

BN AN pk, IS m;
it %X c.

1. r<—‘I’3

2.0=hr

3.c= 2(0'+PolyEncode(m)) mod g,
q

4. return ¢

&% 3. CTRU-Prime. PKE.Dec.

N RN sk, B ¢
Hr: WS m.

1. m' = ¢f mod* g,
2. m = PolyDecode(m’")
3. return m

H% 4. CTRU-Prime. KEM.KeyGen.

N ZESH,
i BB AFVAXS (pk', sk).

1. (pk, sk) < CTRU-Prime.PKE.KeyGen(1*)
2.z {0,1}
3. return (pk’ = pk, sk’ = (sk,z))




6 BB AR R B B )

3% 5. CTRU-Prime.KEM.Encaps.

BN A pk;
i ol e, LEEHAK.

l.meM

2. (K, coin) = H(ID(pk),m)

3. ¢ = CTRU-Prime.PKE.Enc(pk, m; coin)
4. return (¢, K)

&% 6. CTRU-Prime.KEM.Decaps.

HIN: FAEH sk’ = (sk,z), L c;
fth: LEEA K.

1. m’ = CTRU-Prime.PKE.Dec(sk,c)

2. (K, coin’y = H(ID(pk),m")

3. K = H,(ID(pk),z,c)

4.if m’ #1 and ¢ = CTRU-Prime . PKE.Enc(pk,m’; coin) then
5. return K’

6. else

7. return K

2.4 GPU fEfr

GPU HIZFEH R =t st RITFE RS 988, 5 CPU R BULAN B 2% 0 F, GPU #ilH T LA
Ta] B A O, IR BEAZ 00 AT PAIFAT AT KRR ZRFE. £ CUDA w1, 2R PR 2R FE R (block) FIZRFE M # (grid). —
MERYA S ZANEE, KA ZE AN POER A AZER (FROVILE N AR, 7] DL ot AT 22 (8 1)
R AL B AR, T2 N RAR BN S — AR AE WM, ZRF2 WA 7] DLFE 55 B84 GPU BT BT, X RE 20 2107 =0
SV GPU [A] B A0 38 0K 5 R 0a B, BOR AR F+ T IFAT AL BRRE 7). ik Ak, GPU &R T —FFRA SIMT (single
instruction multiple threads) FIHAT 15X, B 22 A2 F2 [R] I $0AT AR (R (19948 4, (HERAE B A R, X P 0t — 32
TR, GPU N AAE R s U2 HIMEER R 2 —. GPU N FERGMERESRNA. FENAE.
GUERNAE LENAEZFAZARE. 2R AR S B R E YT W8 SBR[ A7, BT G2 nT LLys . & = N A7
SO YA R RS, U7 R, S S AR AR, NN - RN T RN, B
BT R R, RIS A T B AR T A B, A AR R A SR M I s AR A, T AR I AR A
B, X AR IR E N A, GPU B 7E AN [F] A Aif 75 oK T PR AC K U5 1] 3528, T 28 i B8 A4 ok S P e
GPU #i5 Z N ALFE 2% (streaming multiprocessor, SM). /£ SM L, &7 %%, HERNEFEERFEHR, HilE T &
KRIATERIER BN e KIFAT AR YA, BT, (5 % (occupancy) A& VAl SM LG ERE AR I L4 (1) S B e b,
TR LA GPU SRR A 268, BARRUL, R En) SRR R EERS E RN, 81 SM _EigEk
(2T RSP 3 0 5 1 A 0 88 SRR I B R R FE SR 1 bR 5 A 603 3t o A 2R RSB o FH 26 AR 2R L.
WAEOLT, SEBR o5 R SR AT BEH T B 7 B 2, T E R o 2R R B A R B T R I R VR AT U AR
(). ST AR R B T DA R SE B 7 26, T LR U R P GPU 9047 b ER A

3 ENBuE SN TRERN GPU RIH5 I
% WA RIS KL Y T ORI (3R AR 2 —, — MBI AT AR NTT RANEE AR, NTT X T
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T RV RIS M B — 8 R, — Ok SR NTT R (3R FRA NTT K UF3K. CTRU-Prime (1R 2 $4h
FIREMBIR Z,[x]/ (o = x— 1), BA&ANT] 73l ASSCRE— MR NTT 4. Rtk P4k inidt 2= B #5080 _E i) 2 1 =0k
PAAE— E RIBRIR. AT S5 T CUDA Core WiH T Z M BUsh R B8 _E 1 DA HE AR BUAS 56 %8 NTT, B4k, #2568 iR
B itk 2 1T ok O A B K HE S 10 96 R L, AR GPU Tensor Core HAEFE T 54034 SEILERI B i 2 il afeik.
3.1 T CUDA Core H{AGHREATTEE NTT HE I RE
3.1.1 DM ARECR 58 % NTT fRi /v

SCHR [12] 18 A Di RO 28 NTT 52 R B $08 1 2 IixU3liZ:, 38 2 4 CTRU-Prime I8 MR BUA S %
NTT 283, BARRYL, ST 5k BR, B RN B Z, [x)/ (" - x— 1) L2 BRI B NTT KU (0 B3R
Z,[x1/(x = 1) b (¢ WEF 27 -2+ 1 TR M R ED), BIR IR F i 2 T ek 45 FAL 75 1R AT 7 55 1) 22 T 20
IEERIATE B FE RN EOR . Rl AR, FZ IR = - g A, ARG

(1) 33K Kt n 2050 R g (R RIS 0 78 & N 4E, BRI Z TR £, € 2, [x1/ (¥ = 1), K N >2n, ¢
NHEAN R K ERA TR T IH AL R 2R IEZ FrsR Ml

Q) WE Rl g MIER NTT 284, SIRAIS [ NTT 84, 3301 = £ ¢ € Z,[x)/ (N = 1). BRI, H
TR A B4 58 0] 0k, FETHEE N 4EIE 15 NTT AS 4R (5] NTT As4ei, 16 A ME BREUA 56 8¢ NTT.

(3) . T h = (W mod (x" — x— 1)) mod ¢, BV N f Rl g £ R, "PARIRIILE . 75 B2, ki 2
ERMEH N, g (0 EUE A

K2 INMREA TR NTT ZHUE

% B (n,9.92.7) N, ¢ HEUY FFT tricklii /7
CTRU-Prime-653 (653,4621,2'1,3) (1344,16777153 =224 -2+ 1) SEH2. 123, 1EH2
CTRU-Prime-761 (761,4591,210,2) (1536,33550337 = 2% 212 + 1) 9Z3k2
CTRU-Prime-1277 (1277,7879,219,2) (1344,16777153 =22 212 4 1) 9542

3.1.2 3T CUDA Core AL & 5 S23)

wn ERTIR, BT ORI e NTT M2 IRk E 286G 5 0 Wik, 1B/ NTT A8, midfe. Wiw NTT A8
AN, T AP BEURIZRARH U A S5 58, BPRl S 5 MREMRIZET CUDA Core 2 TTRIETT .

MR A FESRAE, 42 R WAF I VT I8 TE 3R e i, SE 2 AR IR, A3 iR/, BT FORVIEAe i, A0 T
WA 1 BRI N AEBR, TR N AR, ORI 5K RIS 45 75 ZE A0 42 )R AR AT A L, HARBREW R B 5 47
PRI A b, T g T UAE R, i — 2D, TR sk Al g il FE R, A R A R W AE U 1), DA
5 DRAM (dynamic random access memory) [ 5 FI I . ZE$hAT IE FUANIE 18] NTT (3 FE b, 4 2 Rl oR P9,
W 1 R, 8RR DA E SR E N A EREAE BB oG, TR SLEENER O, BEETHFHET
2 2 NTT V5, AT — 5800 Ui A2 R T 4.

i

— TR A B
Bl ST OGRS e 8 NTT 103 I U 2 DRI ) 3 A7

m™Na
B

P /T
I KRR ' avvg vsi
([ ez 0 4t 0 AN~
— s -
[ B 2 | [ o ?X?i’%
R —— ] W NTT =
ﬁ?l — e @ e —1
i T><F////)E
] ?Aﬁ

AR

b= |
b
=



MEFRALTE R AT RE, Lk 5 MERIE TR 3 FIFTER: 5 1 MR n -7 RO SR AIS 46, 4 2
TR N/2 FEAT RO IE [RRUYS ) NTT 2838 58 3 PN 240 B IR NTT S 2 s . B IR47 R RIOATH, £
FA 22 A% R O AR I REE, (B X AR 2 5 SRR 4 o P9 A7 3k 4 % 58 IR RO AR, DR b A S P o — A% o 50
SEEL IR 5 ANERAE. B F Bk 5 AR, IERANS [ NTT A8 e |5 b i e ELRER B %2, ZRAR A SUR 0 & 7R A
JeIg b RPN 4 SCHAT IR A b, 7 sRRUAT 22 b 2 58 24 AR 1 AT RFIE.

MG RR BN 5688 NTT (3475 %, BT CTRU-Prime [ 3 A 504R IR 0T, #5583k (k=2,3)
B 2-NTT, R ASC R, AR 8 N Z A2 LAEEECN 3 MERLE, IXBERE RN E 2-NTT HEN SR, H
X SM R 5 2 A% R B R FE B AN B A7 A T 0P, BRI, BN RRE A S N/8 NERTR, BN AR
I 8 N2 A MEEA RIS B 2 TR E. IR SEIE RS, R E LML Z N FE P R E. Bk
SRV, RN MBI T2 i 2, TR AL Be e IR 7 00 57 [R], ZRA2 0k 1) 57k oy 21 27 v, B N/ (8%27) AN IELRLRFEI
I B BRHIEXT R AN . NSEBERLE, % 26F2 DL N/(8x2%) ITE] B M AL AP B . i 75 50K 3 IRAF L 22
PIAF B ERVE IR 1 Ik, T E— 2B 8 i T A7 30%. 9TE CTRU-Prime-653 1 5 F 2Rl & B A, A SOK P i 2
ANTEEE NTT (1) FFT-trick THEF R85 115 6 J23£-2 FFT trick, FiiHH 1 J24E-3 FFT trick.

£ EREREALTE R T, AR i — IR 2 DTk, KA 3 AR E IR 2 i 222 4 17 23 ).
St IE A AN ] NTT DA AR, N/8 AR AR R AN 51— YR AN R AR R 9 ST, IR R SRR 1
PEREAE . Bk s e A, A I RIS 4 i AR R 2R AR R bR S A7 B BB AR 1. 2 100N IR I S ONTE CRT A
FE PRI 14 R b e R (R R 32 T2, R AR X 55 75 %5 R e % T 73R (K1 ). 914, £ CTRU-Prime-
653 F1, 3L IE A NTT J&, F51E 192 MU Zigrrmss[x]/ (7 = £y (k= 0,1,2;0 < j < 63) B b 58 i 2 i 304
Fe. CRT [T S i A0 550 REEEL IR 3R HP 158 64 + 2xi ML B, HXTRIIBN Z16179153[x]/ (87 — w47,
Horh w2y 3 A R BRI, A SC{F ] Karatsuba 375 HE— 35 Nk s gfeid ££.

ARICBINT R RAHA, CAFIRAE RIS E WoRig S HIATHE . SRFH R AR, T H2 s B AR 2%
2[RI, AR SC S AE R AR RIS, H AR — E g T BE SE R BAT 299, TR 5 T B AR B 45 R, ALy s e my
R HH R 2 7% 0 Bl PR 15 1oL, AT 7 2050020 AN a0 BB [ ) 9 R K AR T S B It 4, ST D M AR B 52 %8 NTT
Wi Rl R AEE R E-1 F1 1 M, A s i — 00D 20003, 6 T e R+ 1 RMAIG AR, 2w Sy Bt
AT IV, HoFF B R T -1 ISR, W alil+alj]xtwiddle (twiddle XEREHE R T) BN alil-alj], % a[il-a[j]*
twiddle 22N alil+alj].

3.2 ET Tensor Core IR B R 2 FeiE

AW EREH T EZNHON 2, [x]/ (¢ - x— 1) EZTATEHEER RN, SRE4H T 2T Tensor Core
(B #0250 1 GPU SEH.

3.2.1  RMEUR 2 IRk M R

B s = f-g (R BIFRIT 2 TR B2 5. ZRH 0 2 00k, £33 s M3 E, R R Euk b
FIASEER = x+ 13— h=smod (x—x—1). 2 lhn=3 AW, B THRx =x+1 X2 0UEEH
(I, AT p, AR 2T p (05 i A2 TR 2 sy FTAE KB LRME 2 STt 25 Sk 20 Bl B3 s sy, 3R
P2k S SRR 2 = x+ 1, 5 (EZTNBLS F AP XTEE 0 RIS | ALAELEREMA, B 5y 22k BNE B A py 13—
SHET TR 200>, s 2SR B B s L. P R, FREURERE My, 3 — BRAT R
A, RIS SR A& 25 B2 W h (8RB 33— D b, KRS M, 75 NHERER A R AR (M, + Ms) v, Hodiv Ry
20 ¢ TN REMBMIFIA R, M, 1 M; HZ IR F S H, 25T 5 5 B moan T g mod mer FTEZIA.

B Rlg fen— L RETR, b f= ) fid, g =y g, SHAE BT S Sy s= ) s, S

S fug.  0<i<n-l
5=

n—1 (1)
Zk,.f ik n<i<2n-2
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AR TR b= Y o,

S0+ Sus =
hi=9 Si+Sin+ Sin-1, 1<i<n-2 2)
Sp-1t Sop-2, i=n-1
RITERE— A
n-1
Jogo+ Zk:l S8 i=0
i n-1 n-1
hi = Zk:o Siai+ Zk:m Jusick8i+ Zk:i Joricik8e 1 <i<n=2 3
n-1
k:of;l—l—kgk + fo-18n-1 i=n-1
HE—PHh, FHE RSk R R h B REOH:
fo fior fio oo N 0 O o ... O 8o hy
fi Joo for o S 0 fin fie - N 81 hy
Lo A foo o 4] O S f & |=| )
R T MES ) 0 0 0 O 8n-1 ey
A £& f!go Jo&o f2& £1& Jo&
oo \han g b = fg hegthe fg H A 0 0 0 &
- zigzi:ﬁgzi f(’,gz | | h&the L&Y f1& ho o f 0 5 h xiog
BEEEER ] | | A A A o 0 A &
LS :: S3 i S S S hy hy hy

K2 =Kok b2 iRk i i

322 T Tensor Core SEIL 7k 54071
fE GPU [f] C++4a e, ML) CUDA Core # L, Tensor Core R itk — 2 il MMA 25, Bl D= AxB+C,
Hodr A SN mxn BI%ERE, B N nxk BIFERE, C F1 D N mxk HI%ERE. Tensor Core f# | wmma::fragment 28K & SUANEI 1)
FERRERTY, Horh A RFE MESRVEI 22 FERE, B N RESRIE A 45 RE, C A1 D 8 MMA /B ) SR 4%, Tensor Core X
R 2 FIRARE FE I 0 3R 8RR RE /DS, BRI DMECRE BE N, Sidd BN, 26 3 45 138 B[R] I S 4F 3 Fhae
FER/N (16x16x16+ 32x8x16+ 8x32x16) A KR, A4ERE. RANZIIH AR .
# 3 Tensor Core SIS 2 41 A8 5 &)

FEERE HAERE 2hnds
_half _half float
_half _half _half

unsigned char unsigned char int
signed char signed char int

Tensor Core T 37 KVR G 45 BEHRAVEAE CUDA 4t 7 A0 B g AE 42 1 wmma. BEFE R UL, B4 1 EE K
A (wmma::fragment) F1 3 ME{E (wmma::load_matrix_sync. wmma::store_matrix_sync Al wmma:mma_sync), ‘& 1]
T —NRFER I RS2 . B0, 24 m=16, n=16, k=16 I}, & X AER R B F) wmma::fragment Xt &, BT 2 DL
8 A~ 8 M BT I Z5 A7 2% IR — MR FE I 47 25 (B . wmma::load matrix_sync 2 4E SZILNIES: A7 X i3k
B B3 M. wmma::store_matrix_sync #{E 27 A AH R AIHRAE, RURAERE A IRME A BIE LRI W A- X 0. EiR i
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AN R, G 77 TR R B (AR E R & A LR 1 25 17 28 18] fR) B 9% 2 5% 4 A2 4 /2328 W 1. Zhou 2 AL B
JE I ) A 5 IR EBUZ A LS 58 R wmma:mma_sync #21E 5 IR L [F] 20 B MMA #:4E. ST A F BIFEE, Tensor
Core [FIVEBERASF] K. MEFE AL, K BRI, 12 50580 R, AR 4 Sk [20], 446 8 A7 B AUE iSRG I, MMA
EVERILH BUE TR,

EF Ik, £ RTX3060 7 & LA R SM86 ZEMI L HFHI m=16, n=16, k=16, MR A FERERERE N 8 fr B
ZINER Ry 32 AL MMA BB 3R 58 % CTRU-Prime H 2 i 3%, 78 CTRU-Prime 1, 75 it 5802 Wi
AFEEE 2 M, 51 AR R, PINZ AL =g fi, modg Mo =hrmod g; 5 2 Fi & R, ¥ 2 W%
m =cf =cQf +1)mod* q,. H g,r, f HSEUY 2 B0 3 O 03 A7 RAEAG 2, Rk g, f RFE— 8 (i BER
TR, faohoc &R, ERIZ I W5 1 BTk, CTRU-Prime [¥) 3 20 ¢ #5y 13 LOAR, BIEARSCAE T 2 A 8 ARk
TR R, FIIZ IR

Kl 3 &R T F Tensor Core SEMEZMATIEh=g-feR,, FH g HM A 8 ALBEMKIR, f H—A 8 A
Fon. B, K g M FARIE AR (4) BN A <A, 465 FE G R BB, 4R F. T3 BL N2, BT R MR e &
SR EAT 43, DR 0 7 B 2 55 1 mA L, n| A, kIB,, A, = B,. ASCAE FITEAS i B I TR 0 (177 2RI 2 b 41
B, %FF CTRU-Prime-653 B JeikdE AR (4) HA N 653%x653 4EFEFER 653x1 4E4EFEHI3RE, EHFE 0 5, BN
656x656 HEHFEA 653x16 4EFE MR, HE— P Hh, WHFE G 70 NHEG, A1 G,, Hoh G, X B G [ 7 LA, G,
XHRL G AR 7 LoRF. 76 58 1 2 TR B RE I FE Ak 5, T2 B B ey (1 B, {3 moxnxk 4E1¥] wmma #21E 58 K
PR H, = G, - F FI H, = G,- F. BRI, 85— ANERFER A 5T —A mxk S FERITT 5, MR DL mxn 47
L Ay B 0 I R B AT —AT A3 MR, LA noxke 4 B 3 ) FE B 1K) — %10 43 B B, 7638 7 3 72 7 B wmma
S — R R IRVE I BN S 45 SR BIRE RS C . B e, & IFMERE H, FUERE B B EIERE H, IR HERE B #0A
ZIA h. A g H— 8 MRERIFIR, f P 8 MR RR, KBOS A LR, R FimidE ¢ 28R s ik
FUARE AN B, TE LA FRBGA.

: —> [ —= ==
Junnn E ® =\

/‘ - (SHL7
H

%@:.5 E — n[11T]
gMITM— — _ / ]
G |
" Q=——>
G N .
/ q
G, Tensor Core
AJ
e
AX
A

B3 3T Tensor Core FIZR M #iek 2 mi A ikt &

TESEPUIEFE AR, A% PR BN initMA 5ERZ TR ¢ 2] G, 1 G, GRS, 1% AL initMB 562 W f 3 F INEEAR; %
PREL Twmma R 52 G, - F 71 G, - F; %R EL Merge 565 H, A1 H, 3 h EE7E. P47 L, Lm AL EERT, DIARAR
R L BRI A7 48 R S A7 BT, Q0% 7 R, BB TR T 38 | MR, Hp AN LR R A b — A2 T
Ik, & WRAP_NUMS ANEFER. 7E Twmma , WYL 7 BIZE 14, 15 4T FR, ZERBEETIIELER NS
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warpgroup WWHEFFVIN G~ G, WAL BRFE, UL warpgroup/2 THEFF VT F I BEImFe. Ko, G, G, LMTE)FHF
T 2RNAE, FNLF EF AT 2 RN

B 7. Twmma.

N FERE A (RN AXA,) N RLIEESENAT array_a; FE B (K/ANN B xB,) XFRLIKELE NAF array_b;
Wit SR C= AxB MIES:NTF array c.

. wmma::fragment<wmma::matrix_a, m, n, k, int§_t, wmma::row_major> a_frag;
. wmma::fragment<wmma::matrix_b, m, n, k, int§ t, wmma::col major>b_frag;
. wmma::fragment<wmma::accumulator, m, n, k, int32_t>c_frag;

. tot_warplD = (blockldx.x x blockDim.x + threadldx.x) / 32;

. warpgroup = tot_warpID | WRAP_NUMS;

. warpID = tot_warpID — warpgroup x WRAP NUMS;

.row_idx =warpID % ((B,) / k) x k;

8. col_idx =warpID | (B,) / k) x m;

9. st_offset = col_idx +row_idx XA,;

~N O L AW~

10. wmma::fill_fragment(c_frag, 0);

11. for i from 0 to (A,) / n do

12. ldA_offset = col_idx x (A,) +i* n;

13.  ldB_offset=row idx X (B,) +ix n;

14, wmma::load_matrix_sync(a_frag, &array_a[ A, XA, X warpgroup] + ldA_offset,A,);

15.  wmma::load matrix_sync(b_frag, &array_b[ B, X B, * (warpgroup / 2)] + ldB_offset,B.,);
16. wmma::mma_ sync(c_frag, a frag, b_frag, ¢ _frag);

17. end for

18. wmma::store_matrix_sync(&array_c[ A, B, X warpgroup] + st_offset, c_frag, A,, wmma::mem_col_major);

7E IoT 3t K, T HFEZIR, BrE 3 s re e i b 2 R — ARG ET 2 Al 3 53, X ams
T — YA 21 A5 P AR [ 1R A FA A BAT R0 208 T 7 KEM AR I % %5 fe B B3R 7k F5 3878 0, Ak
S, BT A AR A A FA B I 2 AR ik SE B, fE iz AR P, MR AR B A A R (4) FIRIAERE,
CTRU-Prime.PKE.Dec H1 )% X ¢ f1 CTRU-Prime.PKE.Enc BN Z T r BRI A AR @) &, 24 0h
AT CAC AR N MR T E T E A 0, M o v B SR R TR 2.

4 EEEMER CTRU-Prime 2R S5 SIH

TEAFTH, 3 B AR T [ & (1 CTRU-Prime SR R LR R . AR AL g DL K 22 T afevk: LAA i) 3 2
JRJEMH GPU SEHL T &R, ASCH R F R # T, 2T GPU A F4RFE, 32 AN A B A s ng, Bl KR A
GPU 47 VAT A, 78 0 B GPU 3 RE.

4.1 FiHEA

£F % CTRU-Prime WA [R5 AR, 56T fRf S 2, AR SCHRBUCH IFAT B, 7R s A0 Rl o i it b, {3 FH 22 272
[ 56 B AR D B AR AE IR . FEAX R B T RE Hh, DA 5 2608 B AR, & B oAk s B0 i) 3 A2 98 2. L=
EEOMZRTREL, MW KAl SM E B ERERFR WAL, MhAh, AR G 3R NAETT 1) R R A0 B R AR B AL =
17 A TUBUE AR S AR BR3P/ A% s B B U 1) B3R, 38 i i eR R AR AT 3%

FEICEER b, A7 50 7 - AR A A S R AN SR L8 &R 8T CTRU-Prime Jo 43 SCIE A, #EHIEBCA 8
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B R A S 2 R SRR B BRI o R ST T A — BR v R 4RAE, A SOl R Al AR,
ANERZ AL N AZRL G N — N W, BB T A% R B8 BN 4 R P A7 008 A8 3ty SR IR 4.

[ (A1 7 B ) CTRU-Prime S AR WA 4 Fis. it — DB GPU e k& LR 35, 76 504N ok 2k
B HIERE I, A4S SR O B — A3, 5IANHEALBE K, 8 R 3 R 2 AN 4E, XFRAFIH T £ SM
(12 A2 05, BT 78 A PR m Ak i g — 20 th, S B A AR TR R 4 a0 AL 1 R B 4 DL, %5 18 GPU 23
ARBEE F AT A W7 W O BUE S REUE T, A2 A2 mEAR, ST FES R R0 4R, #— PR
Tk R AR CPU i 1 2 LR, ASOH 2 B AR 2 LR HE AR &, CPU ik £ 8RR, (13
CPU 1 GPU [RIH =y 24 TAE.

s A=
- e e g

- [ eoeawea 20 |

1L

B — E ]
| == [HdiEn EXETN

| GPU Zifi i 5t

B4 ahges

42 ZMAEFHL

W2 1 724k, CTRU-Prime HRE & ZCREE. 200Nk, 20E0RIESE 2 00 7. AT i
T T 1 GPU Ak 5 25 AT A,
42.1 ik

o T 2R, FEHLE T HIMITVE: 7% 1 5T Bernstein 25 A PR i 2 W3R 07, 784 FREUE R
AYHIFER_E R B 2 6 A8 52 5 GPU SEIR; 777 2 52 OpenSSLNTRUFH 5 Kk, 41 FH 52 BF Ty R SR W04 n 7k 2 T sk i
AN 1 IRE AR n2 /2 +3n/2 -2 IRE TGk, BARKE, A HE Z,[x0/f(x0) PR D2 (1L fy. .0 f)
Mg, B0 (L £ D, BT R A2 I R £, = [—[lf e X fou HEAT — K 2 TR W12 A5 5
fobs IR A TRATEIE S £ = S [ AT e AT BISBUT kPRI RIEATIR. CTRU-
Prime-653 HJMAALE BRI, JHLAF KNSR 100 B, 779% 1 ELJ7i 2 1RT 56.01 1%, 1X 3R W 52 BF 5 RSk 77 v 9t
RNEEEFATE 6. LG 6 b, S8 SRR 3ATE T 50 N FER (¥ 2 10 R 00 2 1Rk, (HAE T
B FE R GIN T 2 AT A A BRAR, 90 22> 2 T 3. RV 22 T xR e A A IR 45 22 T xR B /s, BT v
FHAT PEIRE 23, A EL B AT I 2 M 9, GPU B 3&E & AT A0 1) 22 TR i, b o, B 22 100 oK 6 12 78 3 F1
GPU %, Rk, 25 A R AN S A, J7idk 1 L5 2 IR B AR LS, A SR 7k 1 58 i TR 1.
422 ZHACKFES Z Ak

{E CTRU-Prime ", f# f H .0 Z 1005 A7 58 i 2 AR AL, B RSk 1, CTRU-Prime-653 {8 4 DLEESL 3 RS
H0 T4 4, CTRU-Prime-761 1 CTRU-Prime-1277 4 Fi LABEE 2 S92 H0 i ot 30040 A . A0 T3 A LAB
HUE AN, LLZ I A, 22 0020 2 5000 A i R A BT 1, R B4 R (AT 45 1. 7 2 TR R 500
Ol oy P b, A SCER A AR R U G o5 B 2R A 2 T R BO N IR OC R, Wik T — R T A AR AR I IEAT
Ji E. %07 R IR E R B mE A AR A R, HE A 2 TR B 3L AR A, 78 FIFH GPU B,

2 IR AL R AR & R IEAT R, A4 T CTRU-Prime M 5, BLEEK L Se % o6 50T R B L. 78 CTRU-
Prime 1, ZWAMEFEAFTER MR H— N R Eg=f+f LM —#Eg=f+1, HHh, fg N
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Z,[x] PRI Z W, Ak, £ CTRU-Prime ™1, 2 TNk & 55 IR 22 =R A J5 B3R, BRIk, 4% S0# 2 T fil
GBI ZWACRIEAZ KB b, BRI, BB WA H1 248 & 2y AR ) R B AT AR AR — 41, 2 TR
RRAETERUG, FEHIMT R T N 2 A 0 A7 1 FEAl_E, f /2 7 58 A SN ) 2 =X gk,

43 FEENZ

A%l (kernel fusion) ™ 2 HETH 2 L6FE GPU R (1 —Fh i O V. %05 75 Bk 5 535 08 LLRF HIRE R 1
2RI RN E R S B K, R Z BN A48 2 S P ETE 2 IR A BRI & A ds AL N3 S E.
SCHR [34] 32 H 16 P R R A 5 R I A AN B AT IR P A, S B RE R PR P R RSt R R i 4 e 1 7
3K, IR AL T TE 298 ). AV W AZ R & H R B 2] CTRU-Prime 1) GPU Il it 72+,

# CTRU-Prime & MEMERE WA — X R BB B RN, (EIXFh 775 208 T #AF 2 (6 n] R A 1E B Edis
AL, T TIN T R E R N AZ B sh AR AL T 45, #lt, £ CTRU-Prime.PKE.Enc ', FREHEE TN L WA R
AW (poly_subq). 2T\ wiLESE (poly _encode compress) A% S E4E (pack ct) X 3 MEAE. T IX 3 AN R4E
AR RR ORI oS R, B 22 T =g B R 447 DA 22 X R B 20 e i N L 6 S s 4 DA 22 T g R e 4 1) i 11
SN, B T AME IEAE N4 8 A7 T B B L 52N £ B B AF AR e A RORD U5 TR AEAR.L h A, X 3 MR RS I
791 AAE R T WAL B R TR,

[F]— % B BB VAR AR, AR R G AL T T T 2 TR A ST A R P B ) BB 4K 6 ] (data dependency
graph, DDG), HI 45 SRAR ) A2 Ot W L8 (B AF FE MO 2R, X BB RS M H0HE R 23 (1 07 3. kDot T4 Jmy I AF ) U 1) 3
R 5 HE 1 AT A e M g KR R AE AR R B b, SRR AE R BB AT I R b, A OO 2R I B 0 A R 40 B — A
b Ah, W BT, ARG SINT PN IR AL SR B A R R ARG R, X T B 5 2 AN R B R R 4
sk, 1T SM BRI T ORI AR B B AN R KRR AL, TS B B AR S UB A A AR A SR
s AIE S 3AR ) 5 FH .

K s wEaR T 3 M#1E (poly _subq. poly encode compress il pack ct) H I HE DL A Hdi ikl o &R Hor,
poly_subq LA sigma Jy¥ AF#i it ; poly_encode compress LA msg Fl sigma A#i A L ¢ J¥iH; pack _ct B ct i
ANHE . FATHE ¢ A mh FR BN FAER T, WAL T 4R WAE 1) msg A sigma HLEU R N 2 B, S8z 55
) 42 R A ot 5 NH A3 B, % 6 O T4 R A IR S 3R A O 2 IRA R M AE IR B AN T 2 A7 28 (M R AR 45
T AR WA RIER LA 88K 100 /5424, IR 77268 0% A 20k o U5 1) i 22 R

n

i i | -
0 L |
mh
i'v ~ eI
SR TIRININN 11 11— |
sete [TTTTTTTTT IO | e (T LRI

[ s seoe - Bkt R LRFE T, WATIR A R T, AR A 4% poly_encode_compress .:::: A% poly_subq !:::: R pack _ct

K5 mefims

44 HEMERATE—IRN

Gupta 25 N R HE T GPU it A A X HE AR (batch mode) A a7 A X (single mode). A< LI S 45
A EIRF R A Lk B W 1 A ATV, REHUT REMLERAE, Gl KRB R R BURAL A, R
R HAT B2 0T DLEHAE GPU L SEH, H3845 BRI BB 4 . A e By B U 1 B I 4k, BBy 22 4
PR IRZ AT e O R, DRI S5 38 B I — Bl o7 R AT 2 AN FRAT S, AN 2 A S, b2 sl
B DR 7 AR ERE, 78 L ik 5528 R AR 7 R AR A AL
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£F%F CTRU-Prime 532 i1 B & ANMEAE, AR SCEESRIBUL AT VR B4 b, JE T — QB R sk 4L, i 2 28
PAT R —HAF, A R m AT EEE. dh4h, NI A sk 5T, ARSI AR EE RN, T E s s —
1% R BAE IE TR R 53 /5 [FIB) SE R IRERAE, NTTA ZCFIF 2 SML I 2450 i, dE— PR s Ent 2.

45 ZEZRBEAREZZIERAK

TE GPU W, AN AT 5 I BUE THE A BUE S DL, A5 ) P EUE S L Re s 2D k4T, e EfEfR & CPU M
GPU BRI Re A & B EZWAIER, © RVMHTESS RN AT, 1M 70 75 58 45 5 A 55 10 78 5. XM A 20t
Rk T £ E % WA EUE TR I ER, Wide s T & E > T 2 NI 8], £ CUDA w1, § — M TAT A EH14
TR, X2l KRB sUm 2. B, % BAEE 2N BUE S I, et 5, e ) SR, T8
WA LI T7 AR & AME S AT HAT, KORFRK 7 BHIR AR 2. T 2 WERIE I £ 4~ CUDA i, 5145 A A3
YERIBE TR A EE P DL AR 77 1R R BB 75 DL Re 6% [R) 20 4T

A CPUMENZ AN S, XFHE CPU 5 GPU X [AED. Nk, 7E CPU i K H £ 28 FE A =,
B MR — A ME— 1) CUDA I, ZIRPAT HEAL B AINAMESS . %R VEAMX AESS L CPU AT GPU [ /&
BCTAE, BB T HARAR R LR, 5 T PERe AN B IR F 2.

4.6 NEER

GPU WIN LR Z0, FEQIEF AR RN AE. ERNAEMIENFR 4 P ERE. 2RNER
ZE A R s g, T A AT ARSI, HOR/NEGAT AR oA GPU PIAZ SRR AREE R, (H 17 ] ZE AR B ) bl 3R =2
WAEFI A ARG INIL 100 5. LN SM B L1 847 (7 B kil KANVHIR, BRAAF L ERmNAE &
10717 e AN SEAIR A RE IR . A STy 7E 4 Ja) A I B A8 4V DA — 2B HR U AR R0, i & 3 ) Fio 2k P 2 23 46
TRANEHE 73 B, AF AR AR5 A IR AN = BRIE LR AR P B R AR H A, AT T LA 43 30l 456 P A 23 AN 2 P A7 AT B A8 k.

BT A R ARG A REIR 5 i, A SCHE S AL BB S T FE R, 33 ) SR R A N R AR U7 1) 3 52 3 A7 stk A TG T
A FHPAET ), DL — D3 Ui A RCR. Bk, BT L1 Z847 IIBRAFAT K/ 128 2741, RIS I AF U 1] 25
e FEOULIL 128 75, B BT R N I FTA 2R R AR LLBUD 7 sUBAT, iR H A — AR LR, T AT R
BAREBN ZTEAT VT 7 58 1. DRIk, W SR 9 A2 U )2 85 A2 1Y), DU R S SRR B Rl A, F R E 2 AW AE TG I =
%, IS EE RE T .

XF CUDA T, EHLS I A AFRE 73 AT 7] 23 TN AE AN DUBEE A 2R TRAE R 2 TUERE R, 43
TNAELTEY I N AR ARG B 38 3, TERAE RGUA 20 TUBUE N AF 3T 43 TURISE e84, B R Z N A IR A I BT
YIER A AR 2 DA A AT SR A S, GPU BB 2 5645 254 75 DL 3 AL A ) i U8t 52 AP, SRS R ER
I B TUBH 8 I AE 5 LB GPU I A, AT 58 B A JE WL 35 4 1045 DL 561 TUB5E A7, GPU 1T A7) 2 i
ik, i E N AE U5 A (direct memory access, DMA) 3R ELFEAE EHLM GPU 2 8] & il i, A1 T4 U 1Z I3
PEAEGAR LL, 80D TR B4 DTN AE BTN, AT ER A TR . {EUR T8I E P AT BIAS T A2 e M A 45 L REBE 2 (1 N 47
). PRk, AR ST A I 0 DB E I AE, TN T B e, AT ER A T R R AR AR

5 SCIEHT

51 ZWRE

CPU FE LA GPU M AEMRHAE — & H A 6.5.0 kernel ] Ubuntu 22.04.4 LTS 58k, 3 CPU 5N
Intel(R) Core(TM) i9-14900K. A= 48 F g++ 11.4.0 4% C/C++URY, I CUDA 11.5 58/ GPU S8, AAAY S8l
£ NVIDIA GeForce RTX 3060 Ti Fi#i%&, H: CUDA # 0N 4864, WA i 448 GB/s, 11 H 03 4 ik
AT R 1000 RBATHUF 3R, F 2300 R 12, ASOH CPU Al GPU IR B A& S i B T H S AE .
5.2 FAMZIATE GPU SLHLLE

AT CUDA BRIAGR, 78 G B A0 e &8 9 7 T P A% O FLBCER 3 47 52 th i 2 01X ale 2 1) GPU S Bl .



AT & K F CUDA Core #= Tensor Core % CTRU-Prime & &k & %3, 15

JfEiZER, FChd ] cuda SESZHARE AT CUDA Core SEHL IR T IR B0 52 9 NTT (02 ek, 18
tensor FESLIAR K IE T Tensor Core FIZEH A 2 Wil

SCHR [12] SR FHONMERREC 5288 NTT 58 /% 2 Tk, H4R 4 738 2 Fi7n CTRU-Prime 1) 3 24 2 Tl
PV C 15 F LB 5 3.2.2 WA, CTRU-Prime 7£ R, F1 R, b 5¢ 2 Wlaafeid, W4 & (AL e b B A I 1
LIk PARLEZE R Rk, ARSOKSCHR [12] HR7E R, 2 TIR: C i 5 SSOE N R #u 2w aik 1
FEAENNRSE R, BAKI E, 24 CTRU-Prime IS n 205 BLE N 653 761 11277 I, R, L2 BRI 1 1)
AT RS> 309 13.98 ps. 14.53 ps 1 26.32 ps.

Bl 6 /R TEARFRALEL KN, cuda FELILATINALE R, 1555 T GPU KIS H R ALFLRE /1, B AL R R /N
FI3E K, 2 ATk A B B IR TE. 240 23508 653 761 11277 i, [F L8 MR 45 FAH B, cuda SR SZHLS 51
L F] 1.09-11.08 f&. 2.02-256.13 £5H1 2.86-256.98 &I &, 24 n=653 N, hMEAREA 784 NTT B 2-NTT
B 3-NTTIRA ML, X216 GPU SLHLE R A 51 NS 23 SCHAT, BRI R]IE ) B 65 D03 2 0 W 4H FeAth 2 Bk L,
n=653 ik F 10 £54%. FEA R /NAIIE N, GPU 4T:55 1 kB8 2 4 m, 76— & Y A, B8R R3ttAR B /N AT B
il GPU S 4 MR FH L FEAT T B, S bm o F S B B 1 K. Yl I e 2 BB JS, GPU A FHEFLIRE, sLbr &5
FKaTHE 5 AR, fln, =761 MBS 5 RN 62.5%, LA KN R 64, 128, 256, 512 A1 1024 B, S2FR 5
0N 20.06% 36.42% 49.62%. 54.19% F1 56.72%. 24 GPU 4t T AVR S, 2 B BUE IR S AL B A/ %,
LMK KR, TR HRSE. B2 SERR &5 2 Em, WEl 6 Fis, n=653, 761, 1277 2t K /N5y 5illik
F 32, 256+ 256 &, SER IR -5 HE AR TR R /N il F L3 n, (R e ik i (1 34 KO R Z 5 R . LAk, ¥ cuda FRSIHL
FEIR 5 HE 2 8 BHEAT HL B n=653 FERUACER K /NN 32 Z AT EIR 40 A FE LR 45 R 1.75-3.44 £%; n=761, 1277 1E4t
AEERR/INVINT 128 B, FEAS[E IREALER RN, REIR 43 7] 9 B B 45 A 42.31%-84.61% F1 35.02%—72.84%, 4fttAk
BEOK/NERTE 128 B, JEIB 43 7 k2 45 ALY 1.22-3.93 £5 A1 1.13-3.89 1.

60
1200 F=@= Throughput 10 =@~ Throughput speedup 1250
1 000 speedup = 50 Latency 200 &
_ i Latency- 18 3 a0 L™ C baseline latency 2
2 500 |~ leasellne § z 1 150 Qé
P atency {16 = % 30 | 5
2 600 g = =
e {4 2 2 20 1 100 e
S 400 t g 3 " 3
I = i ) e E ) 150 =
200 | 12 F 10 ¢ -
0 0 0 r 1 1 1 1 1 1 1 1 ] O
1 2 4 8 16 32 64 1282565121024 1 2 4 8 16 32 64 1282565121024
Batch size Batch size
(a) n=653 (b) n=761
100 =@= Throughput speedup 1 250
Latency =
80 =~ C baseline latency 1 200 =
a o]
o
2 60 | {150 2
> 3
Q [=9
g =
2 40 4 100 &
= 2
2 | 15 £
0 41 1.1 1 1111 0
1 2 4 8 16 32 64 1282565121024
Batch size
(c) n=1277

Ble ANFFHEALIE /NG cuda eI ARk &g b 5 2R
R AR T n=653 I PIFl tensor eI M% R B AT IS 18] (BAA2 0 ps) ATARE T3 L MR A5 R Ak L.
i FH 1 tensor e SEILAE AN [ AUFEAL R/ EIEF T 1.19-2.04 RIINIE LL, IFAEHEALBE/INA 8 ik BIEAE. i bb



16 BRAP AR Hrr e B o G w Sl

B I tensor FESLILEMZ B BUHAT IS ) (5 EE, initMA K1 Twmma (5 W% . initMA T B E AN 45 A 77
AEH, R T B VTR IR ; Twmma i ] Tensor Core 58 B FE IR, MHLABE K/ NEIT R 8 J&, PUATHY IF] £
e PEE K X B R AL RE AL 2. 785> FI ] Tensor Core FIPEREM A, T EVER R, TEIEH K tensor FesLH A, T
TS SEEHE R FEN A ERIFENIR P, KR cuda FRSZHUAI L, ZEREALEE K /NZ B K FE v, HEAE R
LIZE WL G . T A AR [F) A FLEFT G tensor FESEIR, %%+ CTRU-Prime Hv 485 47 a5 520332, A FH AT [+) 640 2 4 a2 AR [l g A
SO R, BT AR AT — RS B m EHESI TE R T 0, 78 FIFH T Tensor Core (TR IR, A2 T 10.36-
177.24 (s L, Hedr, M43 BE RN A 512 B, 345 1 40.2 TOPS. (B2 1 A48 [5 A FABH Y tensor FeSLILAEAE 5

£ 4 n=653 F cuda FesLH 5P Fh tensor Fe ST EL1¢
38 F ftensor e S B TH 1A AR [7] 28 FA 5 i tensor e S H cudadfesZI

AL HE R/ _ -i‘}fHTH‘J[Eﬂ (us) Ml — .?.}MTH‘JIEU (us) f—-— f—
initMA  initMB ~ Twmma  Merge initMA  initMB  Twmma  Merge
1 6.14 2.94 9.92 3.07 0.63 — — — — — 0.57
2 7.17 3.01 10.20 3.07 1.19 — — — — — 1.09
4 11.17 3.68 14.46 3.42 1.71 — — — — — 2.18
8 19.46 3.74 28.06 3.65 2.04 — — — — — 4.09
16 37.89 3.81 71.68 3.90 1.91 6.14 3.07 9.22 3.17 10.36 7.27
32 74.75 3.87 166.69 4.10 1.79 6.21 3.07 9.22 3.07 20.74 9.30
64 246.78 3.84 355.14 4.26 1.47 6.14 3.07 9.15 3.81 40.35 10.04
128 490.50 4.10 696.32 5.44 1.50 6.14 3.07 9.86 4.67 75.36 10.04
256 973.82 512 1382.08 7.17 1.51 6.14 4.10 12.45 6.11 124.27 10.82
512 1940.86  7.78  2746.56 11.26 1.52 6.14 5.76 19.30 9.18 177.24 10.96

53 RALERITRE
53.1 @ENZ

A5 {EF CUDA BRINTR, CAEE 4.3 1 R R H, 16 n=653 T itk & B AR R REIET. £ 5 8
AN T AN RIAEAL BRI /N T HAZ B ACRAT I (8] (B2 ps) BT IR ) b 3. 45 RO, Rile WAZHOR B8 2 2 kD 1%
BR BT I E), LR AL TR K /N I, 548 RO E) L ER g — 2 AR LA B KN A 1024 B, AT E AR EE
KANA 2 BF 1) 29.02%, 1548 LRI BT 73.17%. BEE EACEE R/ K, 70 48 42 R PO A7 P (0 A5 A BRI 28 1 48
K. G A RZ AR B IS G A0k % 4 R P AE U7 ) B, TE SE R HEAL BRI L R R I BE AR 1 B X R, A G
WRZBATE m A= TR Ty E 2

K5 n=653 TELE WZA KBS N AZIE T A6 L
SEIR I [H] (ps)

S L& (9
AR RARUER E TN TEELECO
1 4.93 7.17 31.25
2 5.09 7.17 29.02
4 5.47 7.17 23.66
8 5.34 7.30 26.75
16 5.41 7.17 24.55
32 5.34 8.13 34.25
64 4.19 8.35 49.81
128 5.12 11.26 54.55
256 6.14 15.36 60.00
512 7.74 23.55 67.12

1024 11.26 41.98 73.17
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532 ZHHER

Z AR I 7 S HOE VB EUE R UL N [ e 1R B DUE— D AR v o B b S IR B T, (E2
CPU i {fi [l 2 &2 M GPU #ii %2 CUDA Wi/~ A LR M. il ST 8Y. &7 LLIF4T 768 AW CTRU-
Prime-761 WIS EAAE BCBR 200, 26 3 3% R HORN % BRI AR 8 6 R BB, TRAL 2 IR B AR TEAR ] CUDA Ji i F 4 e #5
TUTS & B Rz,

AT 3 ARG FEAT I &, BELE 5 0l B EAHEAL B K/ 384, 192, 96, XFELAEH k4~ CUDA Al k IR
PATHIFI TR (KT 2+ 44 8), THH k4~ CUDA AHE T k YRR HAT 748 i [ B 26, W45 SR an il 7 Fio.
3 AR BCHERAE k=2 ML T PERE R BRSO, X R T GPU 23 CPU 2R A M RETF A T T 2Bk
R BT BERETE. TEAH R R AR, B35 CUDA AR (M3 hn, ZUE TH A S 3% DL CASE SRR AT, 154 BB [ L
R IS A BRR . B S R ORN B AR A R B BB B DL RAT 45 R T TRNE D 3, 7E AR R
CUDA it T 3 MR, (T4 B E, ZIMBAT RNERIEAEZ.

stream num=2 72.84
stream num=4 67.27
e stream num==8
60
~ 51.96
< 42.97
S 40
<
K| 28.43
°
2 208 3 32
g
o
z 0 .
n KeyGen Encaps Decaps
-7.53
0l —12.78
—25.51

K7 ZUHHAREAFK CUDA Fis MAUE S VAR S & LA TERE LR

4 BRI

CTRU-Prime H (XA CPU F-& L C SZalM, FEATT v, 4 L % 253&E M1 cuda 852 I0L 58 Bl 22 1 3 i,
15 3 HSHT XA B A R AR BT I, HF 5 C SERUAHAAR DG TAEHEAT X b,

[ C SEAALL, 2T RTX3060 V£, ASCLE CTRU-Prime # 3 AZ 3 F4RAE T 10.316-90.317 5K 217
J+. BAf ki, CTRU-Prime-653. CTRU-Prime-761. CTRU-Prime-1277 EEFP 0 AT L2 BI3EAT 40 E % 6.3 5.4,
1.6 73R, % 4HE % 63.5. 274.5. 160.1 JiIK, BAHME2E 351, 262.2. 152.4 JiIR, 53 Al C SR &AL LR
B 68.85. 79.78. 66.84 i, HEAR BRI BN 10.32. 46.57. 46.81 %, HHAH B FH BN 11.43. 89.19,
90.32 fiF. AHE T WG A /NS SURE FAT 45 16 C S, AR SO IS & b 3K HE AT 45 b B K 37 55, Bl =ik 4
M2 2555, ik — PV AT R BEEIRITEY, R 6 45 H T 4S5 RAE RTX3060 - & WIS EITAY. Hoh, 3 HSHIh#
FROETE 80 W Zifa, & T H K IFEFRH] 200 W, AT (5 FVE(E N 156 MiB, i 2 BAFIIL) 1.9%, A% 0ok iR £ .28
PR A A o 40 A, LRFEHE A L N AF SR I 2 30 KB.

% 6 CTRU-Prime = 75t GPU SEHLH B VE T4

UES I THFE (W) AT 5 FIE{E (MiB) AL (D) L LE (KB)
CTRU-Prime-653 80 144 40 15.75
CTRU-Prime-761 82 146 40 18
CTRU-Prime-1277 81 156 40 30

B4k, K A5 R 5 TAE ) Kyber il NTRU #4377 2 P55 GPU I s kA7 b, 5 B B4R br ol
kA, RIRERD 58 K R E 2 (kOP/s), MR 50T L g RANER 7 fron. L3k ARSI O AR SE L, PERESE R 51 B 2
SCE IR . SCHR [26,35] J9 LAt NTRU 4% 25 75 S B0 08T SC L, ASCH) 3 HSHAE A F s B3 B T



8 S A
S AR (P B, SR T R 26 £ HOTRIE R Kyber R LWE BRARHO R PERS S5 9B 07 %, H 81 © i NIST 4Rt

e, HRRAK LK 9 3 A, R HUR AL 43 CTRU-Prime fi

B A% HR AR T B B s S5 X 3 R ER (M By, 5T T A
HMAIPERE T4, a0 22 TR W 0 VA 3L B B 1 38 AT, IXAE AR GV AR T O FRE R I 2 T KR U 1)
MR, L, [R] RTX3080 7 &SI Kyber-768 #f L,
Prime-761 H1% 84 ia ik B BAK. Rk 2 4h, 7%

] GPU SZEUAH LL, S E 2w 28 2] 1.46 fi5

BA MY 224t T RTX3060 F 4 28 CTRU-
CER 3 B RN P R A b [RIRE SR I AR B PEBE, 5 Kyber-768
, BAHMR B ARIA R 1.74 £

#* 7 CTRU-Prime [V & SEHUXT AR OC TAE & ik X b (kOP/s)

. s it &

HE Ay B T
CTRU-Prime-653"% CPU 0.924 61.614 30.764
CTRU-Prime-761"” CPU 0.681 58.954 29.401
CTRU-Prime-1277""" CPU 0.243 34.204 16.883

CTRU-Prime-653 RTX3060  63.639 (68.849%)  635.590 (10.316x)  351.532 (11.427%)
CTRU-Prime-761 RTX3060 54359 (79.779%)  2745.392 (46.569%)  2622.441 (89.197x)
CTRU-Prime-1277  RTX3060  16.236 (66.843x)  1601.174 (46.812x) 1524.825 (90.317%)
Kyber-768™") RTX3080 2036 1880 1501
NTRUEncrypt?®! GTX1080 - - 508
NTRU-HRSSP! RTX2080 105 114

V35S N EUE N B B AR T CPUT & 224k A5 5L

6 B %

ARSI T —FhFEF CUDA Core il Tensor Core ) CTRU-Prime 7 & i & 52 B 415t I B9k NTT &
LRI GPU Bt Phik, A SCHR A B 308 2 TiaafeiZ: i) GPU SEHL T %, 25T CUDA Core FIDNHFARAR
A5E# NTT 2 AT H Z & BN R, 75 n=653, 761, 1277 1) 3 HSEUF, 4051588 T 1.09-11.08
. 2.02-256.13 f5F1 2.86-256.98 £ &It E4EF; 3T Tensor Core FIFRH R 2 1 et £ i =i i 4k
AR EERE, ARG E wmma BRUESZIL, 205K T 1.19-2.04 551 10.36-177.24 4GB TF. Bhah, A
A ER A B —EL, ZRBEARMEZAREEAR, 4H T GPU V& L & &) CTRU-Prime S AKZEH), I
WIEEANAZ. AR AT AT A SR SR, IR T A R B Ui AR R SR 2
R, FF RTX3060 T4, CTRU-Prime-653. CTRU-Prime-761. CTRU-Prime-1277 SEFM ] UL 43 ) HEAT 5540
ER 6.30 5.4 1.6 JIIR, BAHEHE 63.5. 274.5. 160.1 JIIX, %S $E 351, 262.2. 152.4 J3IX, 53l C S
RiCES A A R T B 1) 68.85. 79.78. 66.84 fif, BAHII BT LA M) 10.32. 46.57. 46.81 fif, HHMH ERFHER)
11.43. 89.19. 90.32 fif. 5#:H Kyber ) GPU SEFLA LL, B HH B nk B T 1.46 £, SHMEEEE T 1.74 £5,
FHAl NTRU #3 GPU =3 2 S BLI 26 1.
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