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Variance Optimization of Policy Gradients from Latent Variable Causal Model Perspective

CAI Rui-Chu', LIN Fu-Yi', CHEN Wei', ZHU Hai-Peng', HAO Zhi-Feng'*

'(School of Computer Science and Technology, Guangdong University of Technology, Guangzhou 510006, China)
*(College of Mathematics and Computer Science, Shantou University, Shantou 515063, China)

Abstract: Deep reinforcement learning has achieved significant breakthroughs in various fields, with policy gradient algorithms widely
adopted due to their suitability for handling nonlinear and high-dimensional state spaces. However, in practical applications, existing policy
gradient algorithms still suffer from high variance, which slows convergence and may cause suboptimal solutions. To tackle this challenge,
a variance optimization method for policy gradients is proposed from a latent causal model perspective. By introducing latent variables to
characterize unobserved random information, a latent variable causal model is constructed and learned. Utilizing this model, a causal value
function is proposed and combined with long short-term memory (LSTM) networks to differentiate the temporal impact of unobserved
information on value estimation. This approach improves the accuracy of action advantage function estimation and reduces policy gradient
variance. Experiments demonstrate that the proposed latent variable causal model outperforms state-of-the-art algorithms across multiple
tasks, with better performance and stability.

Key words: deep reinforcement learning; policy gradient; variance optimization; latent causal model; causal value function
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ST FORMAL SRS LA T RSB T ik AE — e R B R GR 1 SO bh B Sid b (0 e 7 22 1), (B E N T AR AF
FE— LR PRV, SR SRAE vl v AR ] SR AR 11 7 A1 22 e VR ARy 22, b AR P9 S RO BE A1 2 0 S B
I AR PR ST 0 7y v o R ) SR e S Ul K A Uk T 22, R e A A R R B I Bh
R R R 12 M e PR T R I R, T U 1 i 2 R R S R IR S BEAILL A U7, L AN BE LB
IR TR I .

BN IR L SR R4, e 78 7 2 FEIABEREALIE, FRAR SRS BE BN 1107 22, it — D 3T HES B EE SR L RE (5%
S AESEBR A Y, SRR B A ARSI TERMBEHLE, A FPRES MAF R S SR AR IR R R AR 4807 100 LU 912
RS R, S BCHAR D PRI R BOR R AR E 1. A& 1(a) £TCUN, A BRE [ % (Lunar Lander) £k
SRR 5 BT 08 B EAE 52 B KA R I RE A5 B A RE MR I, B8 Bt 22 00 BLAE AR R SR D3R T R A, v
RN B2, SEUGRIRBNAE A, 0 2RI 5, AL G0 R R BIA ST WALIRZS . S E R 5 K AT R
PRI (W E 1(b) Frw), PR A B B LA (5 5 S U8, DLkt SEan R OL 35 At vHE. 72 AN R R 00 B
UG B ETIUT, AL G0 B TR A En (LS THE 2 I BUAS R B 8, A SR W4 2 HH L7 22 £ 8 e L. X Ah 0
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(a) o AFIFT AU Lunar Lander M358 (b) 12 GeiR FE i ST

K1 R B D AR AR A

I BRI, WA R R RS IR R B AL S, LA BN B PEA, (58 BELE SRm I 8 S T v A b Al
TEEIER AR, IR, ShASEREE AP R 1 BEALE 20T RETE R REAA MU PSR BNE IS, $R3h F — I ZI3R =] i w4
RESAE B XER 2 AR I BENLE B rT Lz D B AR &, et R AR AR S @ B an 18] 1(c) Fin sk RS FIKL
Jih2z 181 ¥ ELAR SEMAATLA . BRI, A5 SC M Re R SRR 2R (RO 1 A et T — P SRS 66 B35 7 ZE A A 7542 (policy gradient variance
optimization, PGVO). 1% 7V 5 56 5| ANBAZ S ZE AR BENLE 2., M85 A RS B A MR SRR, B, BT Fr
R (R BhAS RS0 I 46 R DR SR Y, DL 5 300 B8 (Rl R A7 7F B 3 B ) 482 TR SR 00 R W A AR AR s i N, ) 2 R SR {1 o 3
(causal value function, CVF), 1 1) F5 A8 5 X HARE B4R (152 . B Ja, ok 0 B mT i i 1 A VR B s 2 =T i 2 ol
SRR R VI G DR SRARE B, 2 ) BNAS RS PR ST R T AT SRS B D P B85 A O U e L1 S, 3 v e D R0 Ay
1B BR BV A 2 T B 2R AR ML, AR SR B B A A T B PR AR S Al 1 O 22,

A FFETTERAFE LT 3 ANT7T: (1) 32 3 —Fh 2 T ReAn 2 R SR A 2 1) SRS 3 7 2L 7. S N BB &%)
AR A BENLAF S, A8 2 2 =T A o R SRS 51 N DT SR G i D) % 1 6] SR AR I %, 444 DA SR AR 14 i B 23 A1 i) st
BRI 4y T F R, TR DR SRAS TR o B DR SR )40 A R D A R L BE A LAE S HERT RE 77, (2) 3R H R AN
THEREL, S5EKFAICAZ 28, R I 20 X 2 7 B AR I BEALAE BB THI s VR L, 32 s s VR 55 2R $i i
it BHERR I, BRAR SIS A6 FE 7 2. (3) 76 OpenAl Gym P& [, b 3 - 2 B D) SRUABE TR 1) SR of E 7 25 A Ak 7 vk
(PGVO) 7355 PPO (proximal policy optimization)' A1 HVF (hindsight value function)!' '#EAT %t L, B&AIE T 4 7792
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1.1 BRERBEKES

BRI SR 00 R TR VR B Ak 27 =) v (9 B LA SB35 AR, SR R B B 5 1) AR AL TR LA, 1R T T RA AT AR
FEVE. Lin %5 N POSR 7T 17 [ 20725 34 1 2 A IR DR SR FAE )5 2%, kg DR SR S MmN B 4R ai b o), B R T
PRI AT {5 P 5 % 4. Chen 25 N PUBEFE T R SRR KN KIS 5 0L, 7R 1 JM{a] 38 3ok [R] SR 2 S 190 i P i 2 ) 2
REAA A RS i g, 18 HL B T 4 b3 S RIAT 3. Wang 25 N P2FF & (19 ERCI J7 120K AT AR 10 26 56 (a1 755 DR SR AE T AT 45
&, R SRS 5] RGBS MR L S R AN Y SRR . Cao 25 N P F 70 U R 451 IR SR A5 B AR e 2, it
B R SR R KPR T IR B S IR KR I T 7 3R A, DR SR 3 T B0y T B R S B AN 27 ) PR R S5 T AR
P BT E, A R SR T B AT R

FEIX L8 R SR A 2 =) 7 vE BRI RSB 5 SR R — AN % e U A TAR B IR 6. B R SR b 2% 5] - 2id
Tob B e AR A B PR A R AE AN 28 1, RT 0 A AT 1),

FEIRBERAE 5 F A7 10, B A% B T 4 3R R 55 o (0 A R RS 2 1. Zhang 25 A P58 3 X i) Y 2R $2BUE
S ARSK IR A5 S, MBI BT (R RAE, (6 L T 55 P SE B T 00 5 2 A M B Bennett %5 A P2V nof 85 2%
b5 2], i B s e B USRI ARV 2% R 3%, FE AR RF LT B8R 1 R B B T T A2 fh e

FERSEIE N 53T A% U7 1, W T 4R T I TR AR B AR A 5 7. Huang 28 A PO T AR /- HETHE SR, i 7)1
YRR BEAR AN 22 4EFE 50 iR Feng 25 N P7UR I IR 143 g7 1A B3R B3 A%, I FH S5 ML R AR B R 2T 7 iR
IEH R AT R A

SR, DA 2 T B AR o A P DR SR B AL 2 50 5 1k B BEOQVE I R AR 5 3 % ) L, o SRR B Al v b (¥ 1 O 22
i A i 5l 2 A AR R T G SRS FE 5 22 1 KON BRI e S50 B, 3 2 s MWL SAORT SR T2 T R P . AR SO TR SR
TS R, B — o (0 7 ZE BRI T v2%, S8 IR SR 46 40 110 S QBB T S0 WS o 1 T A i 2 S A
12 BIRRBBERENSE

SRMEA 7V e 4G T 5 B 1) REINFORCE Bk, H 32 BT B 4010 SR m ok B3 ARG B L A1 S AR
TE RIS R B TV, SRS FE A B 1) U7 25 5 SRk WSSO B AN PR e, o R AR e MEAN N Rl 22 A B2
RO, ST PR SRR B A B 7 22, TR B AR T 2R 051,

— iR LA 7 ¥ A B SRR, Thomas 258 A MR T — i Bas R0 5 S (off-policy) SR - 7512,
MR THP AL AR A SCE. Gu % AN PYE Q-Prop HR 45 A B SEBK MME A T, 38 i S B RRR N 22, 4R
FEALR . Espeholt 25 N\ PI/E IMPALA H >R FH 8 B AR AS 1A ) S5 0 SR A (0 B8, S BRSS9 A 0 B Ak
23] Gruslys 25 A\ PO%E Reactor H48 F bR FLIEAS 552500 Actor-Critic 503, 45 & BB RAE LI i RE 5. 2 T
SRR I 75 BUR BE R RE A 1] 1) SR 23 AT 22 55, PRRAIRI30 9 225 S5 o 1) SRS Ao P i 1y 72, (R A e A 3R
FEAS A R SEHLA (TR ATLAE, JC V25 i o (8] L = A 1 o 22 1) R

Ty — Tl WL 5 93 R T . Schulman 25 A SR H T BRI Ak (TRPO) S35, i85 £ 45k
W T 25 K, AR AR IR SRR T A R, A 2kt s ) 1 SR AR AL AR RE, 2 T 4R ResE P Schulman 28 A Uik
— R T I SRR (PPO) B0, 8T 51 N BAR H AR iR BURT SRR 3 BT BOR, 7E TRPO 1Al b itk T kit
P2, (813 VLT 5 T SE LRI 2. Papini %6 A PR I T BEHLT 2200 SR B (SVRPG) Fik, il 51 A5 2 /b
FAR, i SVRG FI SAGA, ke W1 S s B B A 1 10 5 22, 420 T IR AR k. Liw 25 N VO Sk s B 55 R 9 4R
WS BE R HEAT T SO 4T, S 1 T BT ZRDEOR, R4 T WS ORIIE, i — P TR L v B
Tl RS2 B 28R Xu 25 A B SVRPG HVEHEAT 1 Bt /0 #r, S0 1 58 S B SIUR, JE IR T % SEVA A T 25D A
WCSIGHR B b R O 3. 6T SO P8 B St AR 110 vk e ok R o) S s B8 3BT S8 B A ik SRl T 22, R e TR 4
FIF BRI BN SRR
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YA 2 st R LI A T 22 B R Schulman %5 N P2 T T LIRSS T (GAE), BI RZS B 86 £t B
28, I TD(A) 122 KA T8 35 B 0, DT 78 RAAER 7 22 () [T (R 5 ARG P 0 2. Wi 25 X 2B L ) Y S 1) 45 )
5 SR T B E (82 s B, B AN DR BT ST R S 2, HE R A R 3R A i, AT 2D 2. Mao 25 A B
PR T I U A S IR 2 MR 2L, LR G B REARS BN SR S N 7 1, R ULHRER SN A 1 B
BLHRBN, M S e AL T — AN SRR B, BRARJT % Guo S8 N MR T —FivE Bk 7 ik, @il 2% 1 5 R RE
AL HLAS SR ok B 5 AT 30 1 JE R 1 5 WLIA) & (hindsight vector), 48 )5 FE3RAFI5 WANE s &L, AT HFSEFEAR 5
W B LTI (R 2 T 22, A5 BURE IOV SRR, iR i 2 sl P e 25 18 B AR WL DN BE LA S, T JE V8 B AR A5 BT
LA THE RN, B2 A 1 EAS R, SRS IR B s A L, DR AS R PR SR A I P 2%
REE.

AN T AT B SRS 5 P2 7 22 I T3, A SO IR et 26 L i) 0 B2 L 8, ) P DR RO AR R s A 34 B v
AR RRK R, FFFINFEAR R Zm AR IEEHLE 2. 2 T 5 R G AR HE S HEWT P AR B, 45 S DR IME R B E %
JERWLINBEALAE B AISE, M $ e 20 1 0 55 o It A HE A i, A 2 IR SR B R 7 2.

2 EAhEmR

KSR R BT RIS IR 2 o SRISHA I 72 A0 45 4 R SR A Y, R T S0 DS RES FN B A il 7 LA 2.
2.1 REBELFS]

R BE5E AL 5% 3] (deep reinforcement learning, DRL) /& —FPHLA% 5 21 77V, 18 5 PR R A28 Bk 5 5] S B, Dl
KA R T, 5 B 5 SRR, VR BE R AL 2 ) N TR BT S Am v 1 e, il A AT S LB SR AT 52 20 IR
FE oAk 2% 2] i 32 B G 0 L FE R B (Agent). A% (Environment). ZI{E (Action). IRZ (State) Fl3ZJm)
(Reward). SN T RSk I8 1R & B AY. 27 2 1) R, 385 {3 F 5y 7R ] SR pk SR F2 (Markov decision process, MDP), 1
Kl 1(b) Bz, MDP & — AN & FICH BT (S, A, PR, y). S R ZEN, 5, RIARTER Z ¢ FPRES. A ZEWES
8, a, Fom B REARAEIT Z] ¢ KIZIAE. PIAREHEBEMER, P(suls.a) RORIERE s, JATENNE o, JEHRE BT — 24K
A s MAERR. R ZILFIREL, R (s, ar, 5000) BRARTERS RS RN BRI AL, v R H 7, F T4 8 R SR 2L 5 A 24
225 IR AE X B 2. 7E MDP o, B BE AR IR P iR A 2 ) I R R I AE 9 B I Z0RRAS o B E 2R TR i)

B, 1AE T = (S0, Q0 Fos S15@15 P15 ooy S75 87, Ty S741 )+
2.2 REEMEEFE

TEUER L 0 — B A SR (0 TR sk 2% 2 BBV, 8 I e K Ab SR T3 B8 [ R ke 2% = e AR SR MG R
SR BEARTEIR B Ak 5 S I R SR R A T = (S0, do, Tos S15@1sT1s -y ST4 07, 7, ST41 1 ZEE AR G (1) = Z; Y'r.
B g n 2800, Sk, HPERRIRIRRRN J(0,). TNEBHE 572100 B AR B KA SR I 131 22 [ml 4, W J(6,) =
., [G(D)]. W& 7, PEREFRARIOBE LN V,,J(6,) = Bir, [G(T)Vy, log p(tlmy,)]. T BRARSRME R B T7 22, — LTI
FLANE RV, [N r,, PERETEARIUBEE:

Vo, J(0,) = Er o, [(G(7) = V) Vy, log p(tims,)] ey
2.3 EHERRR

Sy X A5 A (structural causal model, SCM)™ Al T —Fh i R 40 - A8 2 [] K SR G 3R 45 M O RE 2. S 1
1ify 2 LA 2 T) ) LR SR B M, 55 ) R RS 2R A ERLER ML) 2 T S 5 1 s ) A o R, Dy R SR T A 43 A 4R 17
SE L. MR SRR Mg — NUTCH (U X, F, P(w)y. U 2 —HAMEBENES (U, U,,...,U,), IMEER R R
GEAMBHIR R R4, B RAMRIN R e, X 2 —HNAETENES (X, X,,...,X,), WAE BRI T
BRI 1AL B, A AR B (oA A AR BRI AN AR B e R AR X, AT ARG, b AR
BRI TR RN PA,. F R—HRENES (£, ... £}, TRE SRR REES PA, VU BINEE
TR Y B, BRSO &0 R AR AR RS M T Y, = £(PALUY), e Ui e U, PA,CX\X,, i=1,2,....n.
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Sk 7RI TR D5 1, ZIE T RGN IR IR OC R, SCM K — AN SCB AR 34 A8 T H A AL A AT ARk i e
R ARG ORI (1 TR B, X SR A AR B G Wy . BRARANZES, (R IBAT B TR 0 GBI
R AL T H A, 8 IR R AL B 2 [ R R OC R, SCM SR 78 4 RE A5 32t A 81 2 06 T R GUAT A 1]
AL, R SR IR DR SR, Al v R R

3 REEBERRRBMERNERK

3.1 BREEFERER

IS b 3 AT R, AW BRIk A T T 2 ) R TP B AN LB . X L P iE R I AR I
BEHLE S, EATRERZ M N — I 20 r W IR S . X ALAS ¢ 20 PR BR 1 I a1 I 20 e LI AR A A A 51, i
S2E =1 I A AR WL A BE LIS (K520, AT SR A FE A T 975 Z2 96 K. BL Gym ] Lunar Lander 31355 541,
WU — A S R I BE LA 2. e mT REAE B Re AR DR SR B 5, S0 T — B 23R [ol ity r AR S5 2. ARS8
PRI e, SRAL R AL BE LA S A7 7E, B A B &8 NS AT I 12 h T4 flob Rl A8 A 1T 51 A Fr) BE 45 0 AR AL B i
BRI B s i 7 AL A AS R S B 58 PRI, AR SCREAR SRR P 5 Ak 2 2 P ) Sy /R Al R S R Tuon A 6t |, 51N
FaAZ & b, Z0 ¢ N 2 B SSR B AR MBEN LS 2, HFEORAF LR & b, F5 17T — I 2 PR IIR S s, 10
Rty HR R KR 1(c) Fras. B, TERFZ ¢ B, 2 Fe A & 10 45 4 B RS A T LU A6

a; .= fa(st)
NS ft(slfhaffl’hl*l) (2)
1= fr(S,,an See1)

3.2 ARNERH

BT IR R, RS R AR T FT SRS E BAREU SN AE, 1452 3R MBS B8, 1 2%
Jh R B2 25 G AT ZPIRAS  BIPEATT — I 2R RS 1R (R ER A5 1) S A8, 3t R R A ORI BB AT LA 534 mT R s i
WIiE B R4 e ) ¢ RRPIRES N s, B, AR r, 4G 7R 0] DURIF N

P ACR R ES AR AR N A ES RO ACHA N AT ACHN H)] 3

AL S W AR AR R, AR B R RO R AME B RS N (s, h). AHFIHL, TELS BB 1 e+1 FRPRE R
Spr SEIESERG PR AT R o3 A, T CA TGRS N AR AR B r, A7 LR EIHR D SRR RSN BIEE N (s, hr i)

TELE BN %) ¢ RHPIRAS s, 155, MBS %) ¢ TFa6 Bk, BP0 e &85 SR I 21 T I E0E RN G, = ZTyr
JITLAS G, A7 1E BB B R R K RIOAME R RSN (50 ki b, hr). N T T ERIR, BN ZI ¢ FF46 )ik
SER NPT R AR B 7 A1 I E

B & (hy by, ) 4)

BRI 2R 5L v AR R B E R G, AR AE LS, BrCh v BT LS (s, i) R RSN EAT LG . TR
R AN E B 8 (CVF) B9 5E XU T Fior:

Vesi(s, i) £ B, [Gls, k] ©)

MRAE 230 (3) AT A, 2R B2 2 B AR AT RSN ERE Vo (s) 2 B, [Gls ] TENIEL V, T,
LB R A, = G, -V, FliTHE S R B ARR 7 H 50, 2L RIER G, Z AR P by 520, TR
SMMERBOFRFE ISR H by IR0, 3RS M T AR T 2. fEREA T 2 HIR A B9 0 s
DUR, X B EOL At THE 2 UOR T2 T SEESRAUTE i I RCR,, (B2 BRAR KSR A AR . i LRI i~ 2 Se B 17 30
VRO S B To i it v, SRS AR AR LA AR P Ty 2 32 BIBSAZ R PP 51 by (520, S BORE A TH 1075 2258 KGR R2miafies
i FEANYSCSIONT Bt 22 Pk B DRI, AR SCR AT R R e B B E RS2 v, LA 7800 5 JEFA AR B3 51y L5 ]
e G, IFER, 32 e Bl A D03 At 0 B 08 I SR O EE 1) 7 22
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A=G,— Vcausal(sza h:r) 6)
TEIR 1. AR 2R L A2 A 3K (2), B4 2T (R AN o 00 1) SR M P88 A5 2 TG ).
UEBA: SINR SRANME BB I 2R B USSR A vl LR R A
V0, J(0) = Evo,, |(GD) = V)V, log p (I, )|
= ESO T+1,40:T >10:T [Z (Gt - chusal (S,, h:)) V% logﬂ'% (d,|S,)]

=0

T T
= ESU T+1,40:T 10:T [Z G1V9u 1Og T, (a,ls,)] - EJ’U T+1,40:T Z Vcausal (SI’ ht+) Vgu log 7o, (a,|s,)} (7)

=0

MR R85 1) R A B JR T, vewsal (s, 1) s, Rl BBAS R KT o, HIRREL, H Z vl (s W)V, log, (als,) ¥5 K
E,:] S0.7 > h():T *D ay.r %Bz:@iﬁﬁ:? ST4+1 EJ"?%: -

T T
ESO T+1,40:T [Z Vcausal (ST’ h:‘) Veu 1Og RHU (aflst):| = Ex(!»r,llu T |:Z Vcausal (S” h:‘) Vgu 1Og 7T6'“ (atlst)]

=0

T
ZE; | VS (511 Vi, log o, (a5,

1=l

= Z E,, (V! (5., ) B, [V, logms, (als)])

=0

= 3B, [V s, ) <0)

=0

=0 (®)

L5 (7)) M (8), Bk V,,J(6,) = ESOT,W,OT[ZGVH log (a,ls,)} HUE R 1 BT

TEIR 2. HHAS T DR S0 B R B0 Dy ik £ b £, 5 T DR SR A0 bR B30 SR P S AE s A AL S Al vl 10 07
FZEH.

E B SINPR SRAE BR B E B2 R BUR , SRS AR BEAS (B P sl R DR 38 A T HEL R 77 22 09

V]G, = Vet (s, h)| = B{V{| G, = Vet (s, ) || sio B} + V (B{[ G, = Ve (s, ) | [ s )
[V (GeJsin )| =BV | Ve (5o ) 51 b |} + VA (G |51, 17 ) = B[ Vet (517 [ i |}
[V (Gi|sihir )|+ V{E(G, |si 1 )~ E[E(Gilsi i) |si. i |}
(Gt )+ 7[5 (6 s 1) -G
E[V (G |s..7 )]

E
E
E

©
Je, 1V [ £ (0 lx] = BUF) - B Flx])) = B{[f(x) = f@) ) = 0, AR B{V Vet (5,,17) | s,.B7 |} = 0. HEr AT (S)
H R R S A BB o S, T HE R AR (9) 2B 3 AR
5 FARAS B BR B A Dy 222 42 bR B, SRR P8 A A P B P SR S THE 1 7 200
VIG, - V' (s)] =E[V (G151 =E{E[V(G.|s. i )|+ V[E(G.|s. 5} )|}
=E[V(G/|s. k)| +E{V[E(G|s.. 1)}
>E[V(G,|s.h; )] =V[G, - Vet (s, )| (10)
Hor, B A 9) BIEE T EB A0 (10) 28 1 AN FIH V() = B[V O] + V[E (vlx] 7T EHEB A2 (10)
&2 M
i A (9) A (10), BT VG, — VP ()] = VG, — Vs (s, h7)], BB B 2 BT
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4 BRI

4.1 FIRTEFERIERE

A DR AR R AN AR S HEWT R JE R, ST T B A e R SBR[ DR SR g RS AE S (U] 2 BTOR). I AESEE
T 51N B AR B 2 A BEATLAS S, B 7E SRR AR f DR SRS B 1) 2 =) R B AR B 4P . AT 248 32 B0, 2 DT SR g R )
#% (causal encoder) F1F ARG 4% (causal decoder) Pi-IMZ o 2H 1. PR 5 4 i I 4% 5k T8 4 41 7 7532, 0 DA
BEHEWIR A B WA 4 J5 50 /A, BRI &, 4afidh W28 15 e HEWT /5 30 70 A0 I S 80 (Wn38{E A1 07 22), B e R e &
i 558 53 A0 (R 2 A1 T, SR F B S 80 1 75 S B B (A Al X — BrkBEORIE 1 AR 33, SUORFF 1 IR SRAR
TUFER R AHESR DR SR 00 R 07 T A RE 0. TR SR AR A DX 4% 0 35 T HE T PR B AR o, &5 6 480 B 201 B T LIRS 5 3R 5
B, 0T — I Z20 B AR A AT A T, AT HLEOIRAS T A B s A AL B I 6] B B RDIRAS S5 SR
A B2, AT A 0Pl R AR 300G PR BE. f 2, IS NE SR I8 T Y AL R A A DX 45 [ W R VE Y, SEB T 0 FRAR B
R L] ()4 A0, & FR 0 A B AR A 2 PR TR AR HE AT

\ /
®. -
Causal encoder e a Causal decoder
©

[ 2 B Gh A DR SR TR ) PR R e R HE 2

00¢

TN ZI ) B AL B B A AR 2. SRS, R DR RASE R PO 7E 1) DR AR ARG R, 45578 7 HEBT R R, Hax N Zexd
BAASRE — IR AR, DME T B, @i fl oy 2, A HE DL SRR 1) 5 50 M 2% (o) R A 3 R AR AL AR 43 T 57
(evidence lower bound, ELBO) B[, 15 51 N[ H SR04 S 80N o, RIRMD N 4554 o, M0 o BT A I %05
bsNeibaEidif ety RS

10g p (S0,A05T0s S1> @15 T1see s ST>ArFT, ST41) = ZT:DKL (qy (hilsisae, s) || p(hilsi, a, 811)) + ELBO (11)

=0

o, S A EE 1 TR IEABLE 36040 A1 (FH R SR G i ) 4 HE W) 401 B0 552 J5 56 4341 1) Kullback-Leibler #1% (KL #
JE) FEFTA N Z b R ERT, S st v 5] SR e B X 2 FE 40L& USSR B AN iR 22, s b KL BUE R AE . X
B T A AR S 58 43 AT 5 5 U5 B8 4 AT AR SR B R A A LR TR SR A A, GX TR KT 0. S U AR 2 TN
ELBO. 3@i3 f KA ELBO, AFHT BN 50 4341 BB L 4Dl & JL 52 JR 46 43 A1, BIHR 5 DR SR D [0 48 %of R A 2 FR) 41 T e
ELBO 833 A SRAE Y A 7E 1) RO R, i3 — 0 R T

T T
ELBO =10gp(50) + )\ B~ hias 108 Pu (Sistl8isis) = 3 Dic (6 (ilsisis i) | pCR)

1=0 1=0

T T
+ D logmy, (@ls) + Y 10g Pa(rilsisap 5:01) (12)
1=0 =0

BN p(so) NFEARL M EEEE 7, (als) BBIHEMBUE . pp(rls,a, s,.) BB FIHLE geE, #5-5 F
TGt N 2 SR SRARAG X 45 TE 2%, KA ELBO 1% :



8 BB oo e b g e

max(ELBO) = min(—ELBO)

T T
= min(Z Dt (4, (s @151 1l PUR)) = D By ninss 108 Py (1115, h,))

= > min| D (g, (s @ 500 | D)) = Biygyini s 102 Py (S1tlsin )] (13)
=0
BKAL ELBO 4 % ANRF 8] 2509 SR 1 5 — 25 450, U DR SRR 5452 2 -
Lequsa = Dxr. (C]Lp (hlsap,si) Il P(hx)) —Eh,~q¢<h,|x,,a,.x,+.)long (Si1lsi,a,,hy) (14)
oo, SIS | SR LS B 40 AT (i DR SR D0 45 HE7) AOVBRH8E S 0049 A1 (— MR A 7 07 43 19 KL K
BE. S5/ KL P 50 AT LR R SR 4 0 0 24527 1 a2 43 71 LT R S 90 40 A, (RN A2 20 18 T4 AR 4L 1
L ER 1 R, AR5 2 O W7 A A 2 1. 5 54 D88 2 ST ZE AL 36 20 A R ed R A it A7 SRE, 94 B DR
ARSIy (510500 ) TR ASOME 35 5 2L S5/ 6 H50MHE 5 79 20300, T oL ) 4 2 0 40 R SR A
SN 3T, TE4A 5 R BRI 8 M O R T BB 2SI F AT MLAR 25 5 8., (R R TR K0 1 A
. ISP P B, ARAIE T 75 4 T AT R SRR 0 7 2, SO T 4 52 BT R SR A9 0 08 9 76
Kads i,
{5 e A 1 S5 36 A TR 2% 60 [ 22 TE R T 400, B0 p(y) = N (s 0, 1). Tt 50 82 20 52 5 36 5 A 1385 A2
SF Sy 7 22 SRR 2 TERA 43 A 3 1 DR SR 455 ) 4 A SRBE AL UCREA R IR (59, 5, ) 155 2, A5 0 G L
S S A I B, WA . RHEZE A o A LML, ST T IISRAF A UORE A, B ST P4 4 1 i
ot ST A AR 36 4

(h<’)|s(’) 0 i;)) N(hf.f); ,Ltf”,[a-f~”]2 1) (15)

TEAA S (15) th, TS HULHITH AR T 10 10 RobE A T 03 g — N e R — 1 o 1 525 1

B WD = g+ o 06 o, 69 & KRHETE 2540 A (0, 1) ORBE I 25 . 0 DR SRR (e 2 o, D UG 36
i g, (h(’)|s(’) a?, s ) FUB B SEI8 5045 p(hy) 1 KL #5505 D8 30

t+1

Do (g, (171577 S0 11 ph) =~ Z (1+10g{[o? T}~ [ = [oT) (16)
Jj=

% T D SR AR 0 0 4%, BB A A o) Bt =R O B (B AR T BB R . AR R T LIRSS B 4N d
I, A B SR e 36 0 A (AR v B 23 A1) PO AR 2 o T R 8, T DA 24 3 (17) K0S R < 99 28 00 i 4k Oy T
a4 R T

1 2
Bt tuisision 108 Py (SestlSt, @, B) = =Biyeg tisiasien 108 [ 202 Hsm —Fy (s, ax,hr)“ )]

1

1
= Bivguthisiansin [ log (27) +dlogo * 5

1J
ocjz

=1

st = Fy (sanh)| ]

9 Fw( ) (/) h(/))

t+l

a7

2 2 A B R R R R R, I8k 1 PR,
BOR 1 AR DR 22 5 A,

BN GeArith B, RAERCAFEA R J, SR HE L, I RIS N2 F,, RS2 F,, KRB ) KL i TS
wict,» P R AR ) B R4 R T Wegon
fi Y B ek R SRR B T I (1 R SR B D 2 S5 o, IR ARSI S5 o, BRAREAE R b,
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L. ¥t F,, F,

2.fori=1:1do

3. GEM B RREE (s, a5 )1 € [1,J])
4. for j=1:J do

5. WA B AR 2 1, o = F, (57,0, 50,

t+1

6 wBMfe h ~ N ([ ]1)
7. R A RIRE B 57, = F, (57,0, 1)
8 end for

9. FHLKLHUE: Lo =~ Z(l +1og{ [T} [T [T

) (J) (j) h(/))

10. V{‘ﬁ%ﬂ?} %I—ﬁ Erewn =7 Z Si1 T

11 *E%H%ATJ %Iﬁ cdus.il - WKLEKL + Wrecon recon > E¥ﬁ ("2 jF[] lal/
12. end for

42 ETRTEERERREBEERE

T R AR e IR SRS (1) SR B SRV PR ) 4 I 2 D7 v 1) 3 7. A DL SR A D) 28 4 B 2 T, R PG
B2 M4 (long short-term memory, LSTM) AbER¥ 7 (AR KB AR B /741 bt , 2 H RS 57 BIRFAE. 7RI (8] )7 51
PP 2 T BRSNS AT T SNV, FSS ROZ N, SRR TS AT 0 R T R e R AR AR T
LSTM [ 8 b B8 53 5 ) AR K B AR 5 7 51 i, 1 Rl a8t | TR 2R LB e A2 R iR B K. 456 Bk B B Al & )7 771
FRAEFI AT LMARZS AR S, TR T 2 01 8] SR (EL I 28 T 224 1T B 220 T Al AR B4 J2. 385 D61 SR L T 4 B A HE A
i 5 AT ZI SR S SO0, T CMESI VRIS THE A 32 S AR 5T o AL BEATLAE B4, a2 17 B 1K SR mes ks 2 1)
57 M T BRI, B TR AR DR SR I SR B R R W 2 TR,

Critic,,;

P 3 B 16 DR SRS R F) SR B P52 B3 1 W 4 1 5 5 s 7



10 BB AR R B B )

UK 2. LT R AR B DA RS R ) SR B P S0 1 P £ )1 25 5V

20 = {Sgn’ag),,g),sﬁ”,aﬁ”,rﬁ” ,,,,, s;{)aa;,)’r(T”’Sg{Ll}}’ BIFEARPEEH o, BATH
LA Ty, BERUMEMZ F.,, SITEMEE F,,, BRI w,, 33T 2506, BUERmIDINZS F,, B 58 OISR B
RIRG 25 S5 o,

Bt : RUERUME MBS O, SIEMZR S HL 6,

L WI86AE oy, Fo,

2.for/=1:Ldo
3. fort=0:T do

a. HEWTR A B AR % 10, 00 = F, (57,02, 5,

5 AL W~ N ([0 1)

6. ST S 1T HUE A log pa_old(”,e_old” = F,,(s")
7. P A V_old” = F (s, h)

8 SRR G = >y

9. A ER A THE: A = GO~V old®

10. end for

11. end for

12.fori=1:1do
13. for [=1:Ldo

14. fort=0:7 do

15. BEHBEXHAMEZ log pal” FHE € log pal”, e = F,, (sf”)

16. EHME AL vO = F, (sﬁ”,hﬁl)*)

17. end for

18. end for

19. M L 2558 BB I BUE P oRFE: {A({’) ..... A(,';)} R {log paﬁold(f’) ..... log paﬁold;?)} , {logpaﬁm ..... logpa({;)} s {e(]”) .....

)GV, GRLVP, . v
20. THEUHT H 5E0E L% a, = exp(log pa_old” —log pal”)

K
21. HEFE R EHRI: £, = -% Z {min [y, clip (@, 1-6,1+8)]AY + a)(,ei")}
k=1

2 EERO RS L= 2 > 60 - v
k=1

23. HRAE B 1 X 288 45 2% 150, 53T 6,
24. FR A (K] SR X 288 451 2R T, BE 38T Ocvr
25. end for

5 EWERSH

5.1 SEIIfER
ASCEFEAE F OpenAl Gym “F & H (1) 3 AN HFA8E: Lunar Lander.  Thrower FI Pusher /£ A5238 385, 4 4
Ji7R. OpenAl Gym 2 — MRAT IR IR 22 I IR &, R 4L T 8 RS AT A8 T R S e, Wi 7 AEE
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42 f1) A 55 3 S 2 BLADIA B 1) 22 iz

Lunar Lander $REEAAI 17— ] R [l 25 £ 248 72 1) o o 2 ) 3 32 51 SR04 2% S 9~ A2 Bl 1O AE 55 1%
I ELA e A AL 2 1) A 2 R A sl 2 T, G 2l bR 8 T B - 22 5 ol & D) A Bl R PSR 454100 22D,
% Bt s DR FE R LIRS FT3RA5+10 B2, B3 Rl R 55 M T B2k AT 3R 45+10 22050, Bk A, B S hE BG4 5
E i & 2 (B IR B SRS AR A, TR BRI 3 ol sy (RN 55 i 5 1) 8 20 3 5 0 2 s o S A, T A R .
KA BN BIUERAF-100 FOAETT, HAORNEFES ™ A AH L) 4 R 225l . AL ¥ Lunar Lander 358 BAT Y E 1A
FHMLH]. BB E wind_power = 1.0 % turbulence_power = 1.5 Z5 5| N5 M IE ) AR, #2E 1k 5256
M T VRl A SR RO BRI

(a) Lunar Lander ¥11 (b) Thrower ¥ (c) Pusher ¥4
4 OpenAl Gym SZEG IR

Thrower M52 —A#:T MuJoCo Y HE 5 1) = 4EAE 55, B T — SN KD kIt a1 5 5 B F5 XA, 1255
i BRI (1 2S00, DU G E IS S U, (501 B R B ML 238 B B IX 30, PRIE 1K) 4 il R 2 E 2 e
Ytk B AR BRI EE B8 (0 S B A B, ROEE S B AR 2 Rk & A< SCHE Thrower S5 H A B Hh Iy 0,
WRAEZER 0.01 (M T A A (AN AR &, LS NBAS IR I BEHLIE, (3 SEO0 5 2 & BN B B I B &S BE LR 1.

Pusher ¥R 5E [ FER: T MuJoCo #3851 %, B4l 1 — S HUE KA R HE ) B A5 AL B I E55. Pusher R RF 5
Thrower PR5EAR[F] AR A 2% 18] R B A1 2 18] 454, (5 H 225l R 25 el WU AR o S5 W0 AR IO BE B . 04 5 B BRI BE B
5> B B ARG . A8 SCAH ] Pusher BREE 1) B ARIRZS B D073 40 8 NV (0,0.01) FIZNZSEREERALE B, ST IR EF1E
BONW RN STEREHLE R

B AR X SR T PPOU . HVFURI PGVO ({3 IH, BT LASE 4TI DAl PGVO FA3d FH M A .
52 BHRE

ARSCAEA AL IR R, {8 5 ANBEHLURT (12, 34, 56, 78, 90) Xif 4 S0 4706 LA, 7E 25 #0458 Lunar Lander
AR 5000 A&, EELLIFBE Thrower A1 Pusher ik 20000 214, 45 100 A [8] & B 07 B8 A R PEAS 45

PGVO A R4 fid 2% (causal encoder) FlA SARIL 2% (causal decoder) 2K H £ 2 B 40H1 (multilayer perceptron,
MLP) SE3. Hor, R SR G 25 LABIVE 4L 15 9 IR 25 4 FE AR Do N, Sl sk XU A 285 23 ) e BB AN B0y
7, M AL RS AR B YR T B T2 A5 0, S a5 R E S A B T SE I BE LR A, R R RS 3 DR 42 . 3)
VEYEFE T R AR B 4t 55 2 R N, % b 4 P SRS HEFEAE IR]. BIE M2 ARTIRMDPIRES 1E i, 3@ MLP % tH
SR 7 (A 24 BE R BN VEAE. A (B 45 SR FH XA 2844, B0 5 RS Ab R AR B AR £ e A AR BR PR AN 73 3. o, IRZS A3 43 32
I MLP $2EURT IAR A RHAE, Bl & 5 41 AL 21 43 SR FH LSTM WX 28 2 B R A0 5 J7 1 RPAIE. i 244 W5 A 43 3 11
RefEPHEE, @i MLP &4 bR 2N AT

JIARAUE LI A AR AT B i, A — TR B T 25 K M 25 25/ FOE 280 PPO IIBIEM 45 4515 PGVO
PRIE— 50, S W45 B 3 DR WLR S 1E v . HVF [ )5 LA & (hindsight vector) 4855 PGVO KRS 4
FEARIR], FCZNAE RN 28 FIANE N 28t F0 PGV O A5 FHAH 7] 1) 0 28 B A4 . B4 2 35000 B 5 SCR 1 TR,
53 SIUER

235 3.2 IRV, ShAIA R PR W BEHLE B2 S BORMS AR B A T RO 2. 1K — i R 2R N



12 BRAP AR Hrr e B o G w Sl

Ho—, WEEREATE, ZHOE 7 MAFERBORE S, 52 50 A sis B, H =, 33 ORI 77 22 W] Re A5 5K I T KT (i 29
BT W, FEEETGIEWSA R FRAR MR EE 0 PR BEATLE 51 T ) SR A R v T 22 I L, A SCEE R DR E DA A
BeFEbr: SRBE I BT 22 ik 2 B AR B8 BRE T 75 VI 2k B & E0R SRR IS B0 B TE 2. T B bR RE R 1) % e,
Lunar Lander P35 2L I3 2 B 2] 200 B R RAT 4% 58 1k, B B R B ZAE/E N R{E. BT Thrower f
Pusher 355K 1 72 B AT 45 5 B ifE, A 30#H PPO RIS T35 32 il ) T O 2 50 1 5 1IR5 4, BRI 4
T EA=40 FI-50 VE X PN EE R B Ar i Ag .

Tl BT R R SRR SRS SR S

HSH WA e E
B 10000 [R] SR i R AEE S P A I 2
J 128 D] 1 2 A 2 PR AT A I 28 Stk R 4
P 0.8 SRAEEARAF LA

WKL 0.7 [6] S5 2 A2 2 242 (1) KL 0P AL B

Wrecon 0.3 D] 1% A2 ) 24 (1 2640 45 2K TRUARL 2
We 0.01 FEWE AL E
Y 0.99 RS
5 0.1 I Ui W R BT R AL

Ircausal 0.0003 ] S G A I AE L Py 22 2] 2
Irq 0.0003 BIE LI ) 3R
Iry 0.00005 AT SR A1 190 248 ) 2 5] 5%
dy 4 e AR RIS Y B
ds 256 AL X 28 PR S A B 43 A PRI PR AR AL Py A
d, 64 M 9 45 [ 2 B 7 B AL B 3 S 1) R 2 e BRI 1 4

R 2 ME S 7R T PPO. HVF A PGVO IX 3 FEESE A FIPAEE I TERETR AR R, & 2 il T Rt
Jihik 2 H bRtk e A T IR lml 5 . RFSRIIIME AnE) AR P, b B DL SR bR DL IR BR .
XF TR BEAERLE B A 2 s B H ARk e A 505, 3R 2 dbrid o, [ 5 BRI FR E & BOE R 5 R
ARl 2 PR S s AR AR CAAR 8] 5 B, GRARI R TT22050) 7, RIBFREIE A BIR HE L.

#F 2 OpenAl Gym SZIGAN[F) Sy 1 i 41t RE R B
Lunar Lander Thrower Pusher

P RE TR AR wind_power=1 h~N(0,0.01) h~N(0,0.01)
PPO HVF PGVO PPO HVF PGVO PPO HVF PGVO
R hiA ) B bR RERERT TN EIE 50 4098 x 1555 6523 489 496 11503 6459 5564
RS 197.69 5739  238.89 —39.11 —34.47 -30.91 -46.88 —47.88 —42.94
(EFRUEZE) (£13.65) (£129.21) (£25.78) (£0.98) (£1.65) (20.91) (£2.21) (£5.01) (£1.74)
S22 e 201.37 9.35 24728 —38.76 —3436 -30.90 -4721 -49.39 -42.63

£ Lunar Lander 358+, PGVO 1A F| H brtth: G2 BAE BT 7 I 2R ET 5 H0U\ PPO 1 4098 [B 4820 2 1555 BIA
(I 62.05%). SL56:3 8, YIZRTE LT PGVO 78 B 122 5 A 35 (B R0 Hp 8 7 THI 35 2 3 00 F-6f b AR, Bk &, 3918
i PPO 2T+ 41.2 (3R TF 20.84%), H{HE: PPO #2T+ 45.91 (R TF 22.8%). (HAAE EIZ, KRE PPO MIkrHE Z K,
{H PGVO L8 K7 ZE LT IR LT PPO B AR I, FEM A M L5457 2% 77 T, PGVO 23 H o 2 3 AT i
FRE R, X AMTE G UE T 3 RE LA VI ZRIE1 & Huk ) B Arb RE RE R & 3. AL R, HVF BB X 45451
KR FRRGE, (HAEZT 5000 [FIE G R ARIEE] 200 S0 HARRE. RN AT R B, XA AeIET HVF £
A8 RO AR ShAS PR L (W R A4 4, 1638 S5 A AME BN BRI AL i (5 5, SEUNME M2 105 thobh, 1E ARG
W& E 5 22 I 5%, PGVO 1E A4 I ] LB &A1 F- HVF.

7E Thrower 3355 71, PGVO 1A 2l H #7514 58 BB BT 75 B I ZR 51 &30\ PPO 1) 6523 [F1 & B EFEIKE 496 [H1&
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(2D 92.4%). LB HR R B, UIZR45 RIS PGVO B RT3 (E K PPO 4271 8.2 (3K 20.97%), & HVF #£7t+
3.56 (K 10.33%); FF1EH PPO #7F 7.86 (B 20.28%), B HVF 7} 3.46 (K 10.07%). T E45H 2, HVF &
FEIEF BIE F [ A 5 ERSAR T PGVO (D 1.41%), (HE A R EMRIA & PGVO (P41 11.5%). @i i E M
WS T, PGVO %8 PPO R I BRI B B, 4 HVF RIS BB /N AR IR . [RIET, D45 00 Ak B [ 11
S b4 ik — B I6AE T PGVO FIA .

U3
1000 PPO
"
—g . 10 800
5 g 2
& - 10° = 600
o Q =
i = )
= [
E £ 10 5 400
g = Z
3 i 10! 200
| ' I —PGvo 0
—600 10°
0 2 000 4000 0 1000 2000 3000 4000 5000 0 1000 2000 3000 4000 5000
Episodes Episodes Episodes
(a) Lunar Lander Z {122l (b) Lunar Lander /£ %45 451 2% : (c) Lunar Lander P28 4044 (7]
wind_power=1 wind_power=1 wind_power=1
=30 ’ - PPO PPO
489, +40.00 .--.HVF .---HVF
g 40 (e 5% O — PGVO 60001 — pGVO
3 2 [
5 (6 523, -39.99) e £
2 50 1k g 10? = 4000
h ; g e
- ol : 2
£ 60 |t PPO ~ 10! 2000
© ; ---- HVF
Z0 1 — PGVO o 0
0 5000 10000 15000 20 000 0 5000 10000 15000 20 000 0 5000 10000 15000 20 000
Episodes Episodes Episodes
(d) Thrower 122 Jih: ~~M0, 0.01) (e) Thrower i X 28451 2% h~A(0, 0.01) (f) Thrower MIZ&ARALRS1]: 1~A0, 0.01)
(5 564, =50.00) 10° 6 000
—40 (6459, -49.99) PPO PPO
: o -~~~ HVF .-~ HVF
'E ~60 ; (11503, —49.99) ; — PGVO 5000 —__ PGVO
g v 210° 2 4000
5 80 L - =
= i 2 5 3000
= -100 ' g 2
E} : Z10
E ; =10 2 2000
S -120 : PPO
L - HVF 1 000
140 L — PGVO 10° 0
0 5000 10000 15000 20 000 0 5000 10000 15000 20 000 0 5000 10000 15000 20 000
Episodes Episodes Episodes
(2) Pusher R it22Ji: h~A0, 0.01) (h) Pusher #1185 FI£& 525 h~A0, 0.01) (i) Pusher [R5 A AL ) 2~AK0, 0.01)

K5 OpenAl Gym VI ZRIRE AR B30, WAL AR [ AN (E 453 2% i mT A4k i 28

7E Pusher #45H1, PGVO 34 2| H Ar P 68 BUE AT I ZR B & 208 5564 [B1E, AHELT PPO 1 11503 [HI-& 70
HVF [ 6459 [543 A k> 51.6% 1 13.86%. SLUe 45 HRH, I Zh5E B PGVO 1) B+ 25 E 5 PPO 1271
3.94 (K 8.4%), % HVF $#2F+ 4.94 (3 10.32%); HF{EEL PPO $#2F+ 4.58 (31 9.7%), % HVF &7t 6.76 (G K
13.69%). i 1t {8 P 26 45 2% 73 AT AT %0, PGVO AU A At PPO BRI SGE B, BAEFaE 5 HVF 23 /N
J7 7%, BeAk, TEMZARALET R 7 T, PGVO M HVF A — e L.

ML 3 ANFREER IR M AT 4, PGVO TEIIZRRR . MRS R E MEANDU AL R 45 07 T 2 B b i R AR . 3
FEAF 5T PGVO Aefi il fay & R LAY G 202 i Zh A PR 58 K s A L], DAt W R W LS S, 1
T PR SR o FE DA 0 7 22, 0 T3 S A P82 R SR AR T 3 R 22 B R L.
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5.4 HRLSCIG

T VAl AT R e MR o, T AR SEES, 7F Lunar Lander 3£ 35 f11 Thrower FRIEAM T AW BEHL
B H ARSI, WA T SV I 1) A ) P R 3 A IR B AL B M e

i 6 Fizn, 75 Lunar Lander R458H0, TS A [F] 50 5 1A B 48 3R i“[%ﬁmff = B, PGVO FHLH R s 1L
R RE, 0 ——ANE T A F SR IS0 T RELE 5000 (A1 2 Pk 1) H ARTE BE BIAE Y 00k. St W2 I E 5 K
HK, PGVO fl PPO & £ [F AT I 4k, ZAFE& B MR, RN EM S IL 7T, HVF IR FEL N A IS,
T PGVO RBP4 451 S 2 VI SR RT R B B PPO S BR AR I3, A B T oAb S e RE RO Buige lic i,

10° T T
918,202.57) | || PPO
HVF
200 _
— PGVO |
‘-'.n"'v", s N 88 260 1/"5 10*
T i 3 \ﬁ/,..._.:.,,.;‘;;/’ ) . /\
: ! ! v Ty L0t i
) e 5 :
= ; =
Ela ; | Z 10
g ( ; . >
@] Ll i A g
\ N L I.Il! ‘ol !
—400 — C . pPO 10! S H w
; - HVF ¥ iy
' —P i
-600 i ovo. 100 | n.h/m PR 1Y
0 2 000 4000 0 1000 2000 3000 4000 5000
Episodes Episodes
(a) RiT22hih: wind_power=0 (b) Yr{E M 2451 K wind_ power=0
10° T T
00+ PPO
-~ HVF
el
™ w |
A R
) 251 i
R ] x
£ 200 g
2 E 10?
G 400 LI
1 LA )\, Y
—600 10 ‘ Y W
800 — 10°
0 2 000 4 000 0 1000 2000 3000 4000 5000
Episodes Episodes
(c) Rt Jih: wind _power=5 (d) B 25412 wind _power=5
105 T T
rrrrrr PPO
200 - HVF
104 — PGVO |
el
: ) |
g 0 Z210
2 5
s :
— 12
E 7200 5‘? 10 ey d
3 %
o] i
1 | A
10 1 v
—400
‘ i i 10° !
0 2 000 4000 0 1000 2000 3000 4000 5000
Episodes Episodes
(e) Bit2ih: wind power=10 () ME M 2845 % wind_ power=10

Kl 6 Lunar Lander M EEREAL(E 21 Rl I 14 B8 fih 2%
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P
E
gl
"

10°
200

i 0
S 172}
g z
2 °
£ g
s —200 Y
= S
2 &)
E s
@]

—400

—600 L

0 2000 4000 0 1000 2000 3000 4000 5000
Episodes Episodes
(2) Rit3hih: wind _power=15 (h) M E M 435155 wind _power=15

K 6 Lunar Lander A E3FEHLE BEmR I HERE 2R (£2)

Wil 7 fir7R, 7E Thrower PR35, T AN [F) 50 8 I SN AS IR B BEALAS B2, PGVO R I H S fsoE iR 1L e Re,
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