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1 E: ARG RIS T, BEoeH HARBFTRMKREA TAFEMIE R GIREAFAR 2P AT
AFIE ARG T LR IR L. A GRS A TARE AR, IR A5 £ XA R P& P 42404 SUARAE 4 35 15 &,
Tl AR KB R A LR XIROG B X & R, A P ARE b S A a5 7, IRB) T X ke et S
FY| A ARALA! (do CLIP) B &-45% 69 B - AT 48 4. b B &, #IF CLIP RMAL P 474, FF4% h —AF
CLIP 3| 472454k 6% 55 Y5 B9A-4 77 i% (CLIP-guided tag refinement hashing, CTRH). 3% 7 % &4 3 N £ & A 5 47
BB BARS . ARSI A AT TR K R A0 ARS E B E 10R CLIP 3248k B R R IR 6 R AT S 472K
AL A Rl AL 69 AR Fe BR BATEAR S D BB R L, 5 3] PIA MBS R T A3 A P ARE 6 o A T4
FIAL, Rt T — A AR PR K, 81 B A A SR AR X B KEA A 49 RAES 3] . £ MirFlickr A2 NUS-WIDE # A4~
B SR B 5 R T kAT IR IRIE T B4R iR 09 RO

FIRIE): B & 55 BT T 4 % AR S AR AR AL

FEESY S TP391
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Weakly Supervised Image Hashing via CLIP-guided Tag Refinement

LI Ze-Chao', JIN Lu', WANG Hao-Hua', TANG Jin-Hui’

'(School of Computer Science and Engineering, Nanjing University of Science and Technology, Nanjing 210094, China)
*(Nanjing Forestry University, Nanjing 210037, China)

Abstract: In large-scale image retrieval tasks, image hashing typically relies on a large amount of manually annotated data to train deep
hashing models. However, the high cost of manual annotation limits its practical application. To alleviate this dependency, existing studies
attempt to use texts provided by web users as weak supervision to guide the model in mining semantic information associated with the
texts from images. Nevertheless, the inherent noise in user tags often limits model performance. Multimodal pre-trained models such as
CLIP exhibit strong image-text alignment capabilities. Inspired by this, this study utilizes CLIP to optimize user tags and proposes a
weakly supervised hashing method called CLIP-guided tag refinement hashing (CTRH). The proposed method consists of three key
components: a tag replacement module, a tag weighting module, and a tag-balanced loss function. The tag replacement module fine-tunes
CLIP to mine potential image-relevant tags. The tag weighting module performs cross-modal global semantic interaction between the

optimized text and images to learn discriminative joint representations. To address the imbalance of user tags, a tag-balanced loss is
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designed, which dynamically reweights hard samples to enhance the model’s representation learning. Experiments on two general datasets,
MirFlickr and NUS-WIDE, verify the effectiveness of the proposed method compared to state-of-the-art approaches.

Key words: image retrieval; weakly supervised hashing; multimodal pre-trained foundation model; tag refinement

FE 24545 B OISR, B D98 BRI 1 B B, |2 Al T AR S BEAR, il 90t LK R HE 4t e 45 2%
FKFE, A TR EREEE. Wil Jox Ly & B s 8ot RS HETR R 25 H P f R eSS A%, 2N
THEAULSE, 15 B 2R AN A B AU #h Sit 72 0y g 2 — M

FIEAL R B AEARSE P N B2 R, B B A R 5 A SR AR, S, i 7 BOR PR L R 4R 2 5
B4 R R B () AR WA A5 A, TE PR AIRAZ R S5 A 7 TR IS 1, )32 B - PR A AT 55 b LSl 4k,
TRPE 2 ST R I R FEAHESN T IR BEWS 75 D7 i 02 B 7 B, o8 Jod i 80 i OO RRAIE 2 0 5 05 5 A BB 2 P A, A R T
THRERVERE. SR, TR MG A 7 VR RO I N ARV ROE, SREUSAS & ), BRI T Hse F k. Dy, BF 55 %
FRH T 2RO B R B A A iR U, BARTE T AR RR 2, (H R TR A 51 S, R A 5T B (0 A RD 0 5
A

NGEAR LR, AT T SRR 4 R P BRI SOAR KRR A 55 B B AT LI R X bR
T — R B2 BUR IR XN A, A B T BRI R 5N ARy OB, IR S TR R VR RE. SR, H T X B bR AT
AL 15 PR P9 25 S MR R P e 75 1 U8, BRI 7 B (A 2R P . D T BRAIGE P B A T B IR, Wang %5 A\ U
X H P RS HEAT AL, 18I MU BB S ARSI N 2 TR ARABL AR R R 1) S, 3R 5 MR BAT R RAH
PERIARZE I M AT AR 2R &, RN AER & B B AR U S NIUARRE . H T30 25 B MG AN SR Z (R A 1L, IR T
SCARBREMRACI . BEAh, Du 85 AU R J AL SR 2 =T BUGOR ST 2 Ta] 1 K, of Mt 25 e kA 81 P AL
H, FRIR I A BB A FoR ok T S BRI A AL 195 2 IR SR AR T — 8 IR BRI T, (HR A REA 2
AR LR 7 AR A ) R, 4527 S BRI & RS A2 IR Y.

UEAER, TRUISE 2 A SR AL U518 2 T TSRS R . MBI, 2 %155, Hh, contrastive
language-image pretraining (CLIP) 57 USR] H: Y €8 f) PR - SCAR K 55 8 7110 46 3% 553 CLIP 3T M HLIBE RIS
4 ALK BESCEAE BEAT IR, 2 A5 i 2 SRR E 1 34 5 AL sE S AN 515 SCRIR. 320 JR K, A0 TE 42 1
CLIP 25 & (2 B SR 5 B RS X 55 58 70, X F P Sk i SO BEAT SRR 5548 SR 4, IR S AL IR BOSTAR R,
TR 22 RS ST EATL B ik B SO R R SR IA R

U, AR T —FhEET CLIP 51 ARZR AL G 75 15 5Y (CLIP-guided tag refinement hashing, CTRH). %/
15785 R F CLIP Frea & I 3 18 SCAIR UL S S B RE 0, Sk 51 3 55 B 2 AR RG22 o) i 72
CTRH J7ikf1 3 ML HR A 99 W AR 2 BB, 59 I B R A8 OB R A AR 5P 43 2k 99 B A 2 B 40 AL
ot o CLIP AL I Rl & JL BN SRR L 24, SN BB ObR 25 R HE 2R, 38 I [R5 b 26 P 22 T R A AL DL IE
A AR AR A SR . 59 I B AR R IR B HOHs 32 ) £ SR B ¥ MG AR AE S CLIP SRS b 245 B 1 SCAR KR
AERJLS B 48— R AE 2% H), DASESRIEHR S SOAR 2 18] (28 B, AT SRAS BN E & M 2 S G 1R, BT H P SURbR%E
IIATANIY S, ARSLFIN T FRAETAG 45 R S 1L AR A0 B2 AL, A58 5 0 G vE: B B 2RAR A5 1 27 ) . FE R A 22 2]
g, A FARIE CR B 43 2%, BLEERUR M BAGAR R, 51 50 7 i A RO BRI & R 2 55 HO3E SRR, 9 T IRIE T
Ti A R, #E MirFlickr A1 NUS-WIDE P38 F 88 £ 1 5 2 A gt 07 ik AT 1T X U s, siega g Rk W)
CTRH FEAS B I BET7 SIS T 52 TF, 7070 Bk 1 AR 55 W B s A K 3R AT 45 rh I AL 1

1 HXIE
RSN FE W B A 2 S AT 25 22 B A A AR R HEAT A S T AR A48,
1.1 SBREREBREFS

555 B R T WS A 7 A A P X % P SRR 0 S M B AR R, R RGBS 7 NIRRT AR, XA BB RAE S5
WA T RAFRPERE. AT, ORI 99 B R BN 5 MBS 3R 07 VR SR 1 AllexNeet! A5 BE RS R SR AR I 112
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RFAE, 48 F Word2Vec # PR S ARHEAE A3 MG B (5 5. Horh, S B H (0 7 1202 B T RR s i N 11 395 1 B
IR WG 75 771 (weakly supervised deep image hashing through tag embedding, WDHT)! ", 1% J7 ¥ V- &5 H ot 15 44>
SCAFRAE, SR P R GRS AR RS W BES, A% RS 2 Z BN ARSI TP, s B 1 R, B T4
WAL P HERE 977V (masked visual-semantic graph-based reasoning, MGRN)!' Vi i 4y #4518 U, 3F9)1 2%
Pl o 22 D 8% 00 B AL i RO 25, AT DA B W B U7 202 S UG S AR B BB R R TR B B Aot Ry
EFRAAEE RN B E R, SECTEIT A B, BT kAR AL IRV B B 5 55 I B A A5 77V (deep enhanced
weakly-supervised hashing with iterative tag refinement, EWSH)!" R4l 45 Py 25060 F 3R AL AR HEAT AL, BASR
T AR 0 59 M BHE B, AR, BRI R PR A5 5 R M SR8 RN BLZS 58 T, PR T AR B0 4 45
B SORBRRAZ YR AL 7). 56T E AP REESVE R 7T 55 I B WA 75 7732 (weakly supervised hashing with reconstructive
cross-modal attention, WSHRCA)““NJ@@”S%@%M FUGAFAE, DL BB & R, AR 5] N AERE 7L
HIRACRAAE 252 2] 17 VEAE — B AR BRI 7 VERe, JERRAR 7 M 75 BR 28 B S . {H HC T T P R 2 () AL BRATY R
PR, 4536 T i) 55 A B DR - AT TR, WA AR o S FRATY T RS2 M S T
1.2 TR S ESER KRR

B JLAE, T Sh 2 AR RS R I RIS 1 B35 30 e JE e B & U1 0 KOS BRSO, IX -1 5
BEAIIE R AR . SCAE L BRSBTS PR B Skt A P22 Jb, VILT (vision-and-language
Transformer)!' " /& —Ffi 3£ T Transformer™, FI - [ W8 2 5] (400 o RIE 55 28 HLAUBE Y. {2520 6 75 it A
IO 2% B (X 3 2 M, B R AR TR AL MR 5 SOR I S RS UL AE OC &R, AT 22 2] B3 A B v Il & ) 248
7K. UNITER (universal image-text representation learning)! ®'S% FH 5% {13 i S, I 9RAN G 515 5 2 18] B0 55 3%
R, IR T 4 TN S, ISR f 248 2 A8 SR, $2 T3R8 71, OSCAR (object-semantics aligned pre-
training)! U 51 N H ARAI 2SS EC EUG  (R0F SbR e B AME AE B, 4565 HLaE 5] 5 FORFE SN, 3 — 0 ik
PG 15 S0 A 2 18] 38 Ik, CLIPY S UISR Y R MBS B2 STHE 2R, Kt PS5 SCAR H N WS B 45— 38 SCas ) o, A
T SIS E 1 2 B AR A T SON 5% BT N SR R iR AE 55 145 %%, CLIP R & 58 KRR G ), e 7z
EHT 2R TRES. 2R K, A5\ CLIP Frg & I 2 SR AR 5B X 568 7, X P UL R 5545
ZEHATIRAL 542, SRR R BTG CRIERE ), TR TG A5k R PE g

2 KRR A

ASCFTIRI CTRH J5i%: F EA & 55 B2 B it . 55 W B AR 2 AU R AN NG % 5% 2, NI E AR 284
KA.
2.1 [EIEEEIR

TE 55 B 0a A GRS RAT 55 b, IR S B S R oy N SR 4E . B R SRR A 4R RIS ERiE N S, =
(e Tli = 1,..., N}, Fet o, -5 1 KR, N, RUIZRE T BRI SEL, T, £ 5 x MR 55 B SUARRREE,
W2 R, BARL, T = [Ta,..., Tic 1, X B C RREUE x; PRI SCARRR B0, Bl R A Sl 8 5 i #0R
S w = {Gnyli= 1., Noph TS, = {(xy)li = 1,...,N,}, Ferry, FIRER x, FIEAEFRRE, Ny 1N, 735 A HR &
PUECRIE D] -6

25 8 FUR x;, AR SO FH G 385 i B R ARR AT, 30 ok s 05 B 555 453 B 560 B2 (10 s A5 0, oA

hi = 0 (frasn(Encoder(x;))) e9)]

Hr1, Encoder NIRRGE B T, fran() RN A5 K i ERFAE I3 MR 4ENS %5 25 8], o(-) TR Sigmoid W% B
H, hy e REFRKPEN L G A5,
2.2 CTRH B2 AHESRE

CTRH M AAEZL AN | Bk, EEAFE 3 AL 5B R B 55 BRSNS 75 5 ) IE S B

7
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et Sy CLIP X R iR 55 (1038 B BE 77, AR SR AT T et xe Lt AT i, K 3 5 1) 2805 JR 4k CLIP
SRR, BT Al A AR B AT PR HERE, DLIRAS SR 10 SCARBR R, AEAR BRI, A8 ] CLIP 3L
A SR ZETE SURHIE, JF45 & 2k BiER AU, SEBLEME S5 SCARHIE TR FE A L, A2 e B 70 i 2 4
BIOR. ARG A E SRR, B T BACHUR . MHBE GRS R MR BE RS, A 5] T A A B A 2] BRI U
S TFI, SINARRE T K, I Zh AT B AN B, $RTH0 R AR S A RV L.

— (T r R AT
(G x, | ERdx ek ||
: Tk )|
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A bhoto of THERIE R f5 B T
photo o T;: Babileta, Flores, Explore, Flower
aTl, Il

PRI T;: Grass, Wood, Flower, Garden
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2.3 SHIEREERIER

5 B PG P 25 (R RE Al b o) B i bR 25 AT B 40 59 BRI SRR, R T H AN, A SO B A B B RS
FRAARE )0 KA 5215 5 B8 CLIP SR 5| S iX — i B2, ABEH AR K BT Lo A AR JLAN B IR,

(1) f30i CLIP B, B4R CLIP R R 52 K AR A TN GE J1, (B0 7 63L& N AL 55, A SCE Sext
CLIP AU HEAT . X T BME x, {3 IR SRR “A photo of a T /E Ry xS B SCAHER . o v, A S0 B %
AN 2] EE I HL 10 B UIZR S A2 o1 B AR SR 1) 0.1 £, LA S g F5I A58 2 [y B e Al ot oK i e, )i,
Xof RAGE IR ) £t AR R 6 s P SR S A A 4 P 3 i T SR80 A, A STl P 52 SR 4 2 0 PR 2 8
A it s BEAT AL X A0 AL AL A Orinetune » IR N Ocrospor-

(2) ARG £ LARROR CLIP ARt AR o, b T8 FH AR A T 7 1) P SCARS, 7 B MR e 1 AT
WIZR, FIRE22 IR CLIP J5EAG IALSE -8 SCERZ5 1. &l 2 Bz, BARGIOR J5 iR A ml DL 2 BR R A SCAR AR 28 F s B
S R R A, LR TS A B £ R S AR A BB A A < AE T R P A S N B 2 L G ER BRI SOA, S
JE R T S P B B o BEAR 1) T NI LU AR 2% SR, X 48 ] P AR A HL SEOR AN R AR IF s ROR BRI N 5. M EE 2
N, ER OB JE RIS 5 IR G TR A AT Bl 5 P REAT HERE, W SE A IRAT I &) 2 rh SRt TR i, BE RS
SCERRIPERIAREE. i, A SR P G A (SR s 3L AT AL Ry, B RO 7 3045 & ol J5 I S 405 IR 46 CLIP
TZRZ4, Rk RiE=0n:

Otinat = (1 = @)O-croshor T WWrinetune 2)

Forb, o JEAEH R B0AT AR AR ) DTRR EL 7). 36 2 (4 0 Lo ) mT DAE A B B A 2 =) BUHTAE 55 IOARFALE, g
PR B TR SRR SRR A SR JC R AE 59 BT 55, BUEE Rl 5 T DAGEE G 52 31 W A AR 22 R BOR i

(3) THERZEIAI M. AE BB B, A Sl 3k ARl S AU Gy, 0T FRARZEHEAT TR, 208 26 000 AL 23 44 iy
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K (¥R B e SRR (I SCABRRE. N 1 ST AR 0 1) R0 1 5 38 B, A SRR J 46 SCAS BR84St 5 v 177 L
PRAESE (1 DL BB 25 T B KB A SR IR AR A T CAR ATRR S AR AR S b, WK K BB BN UG AR A
MR, BAAE Lk

K= { Count(T; N Toommon)s  if Count(T; N Teommon) > 0 3)

Count(Ty), if Count(T; N T common) = 0
For, Togmmon 8T WUAKFRE N EES, Count() FnTH B EL. 7ER ) L3R J7VEHERRAS B BT K MR RS 72
L, AR EE B 2 bR R A AR S I T A AR 0. Q0 3 B, AN BUR PR 5O R I B TE XAE
I, 55 FHEAH R B SCARR A TE TN 25 SR v e 3R 5 e P LA B 2 4, AT AN T . X (B 2 28 o T )
38 S AR AN 2.3 IIRR R 1547, SEUR AR S BB N BB VI CIIAREE (R 2 58) R AEIE RTINS 1 g1k
4, WK 3 RO A X AR

GUAEB RS | zoo, mariposa, butterfly ...

0 J5 TR FR2% | butterfly, garden, nature, outdoor

& )5 P AR5 | butterfly, wild life, nature, plant

FAHFRZ animals, flower, plant life

B2 I A BUE ) CLIP AR HER (1) SCAFR 7~

FLETMHEA AT K ADMAR2E | THERISI S0 5 FE AR

« | people: 63.04% * | woman: 8.30%
e | woman: 13.01% * | people: 8.02%
* | bride: 3.24% * | sky: 7.06%

o sky:2.26% ¢ bride: 6.78%
o « outdoor: 2.03% e field: 6.32%
FLAEAR: ’ °
clouds, female
people, sky

B3 ERSKIRI AR B R SCA AR R

R R B B AN [ 2R 3 =2 D) (AR L, AR SO ) 5% 2 0 2 T (0 U R R A SR AT A S 4k AT =,
SR LA AL E 05,0 19 2010 BURHFAE F € RV 530ORBRZE HRFIE Fo € RO, 43 BIHET L2 3N, BE S,
I R RIE 5 AR AR Y 7e, BT BT R AT, MR R AA MBS G 28 WRAE F, e RV O512 %5 fEr] &
NN

F, = expand ( Qexpand ( X ) “4)

Fin
IIFlmIIz) 1Fwll>
Horh, o FOR BB IR, expand () FoRYEEY FERAE. ZJ5, fH CLIP BURHRHIE F, PEIZABRICHRHE F, e R
HSCASRFAL Fo € ROS2 AL 7350 s e RV

F. Fi !
s = Softm “"[”F ||2(||Fm||2) ) i
S, T AL o B RS B L S AFOUE 0 R B 5 0 L8 3 SR w e R
o g (6)
mean(s)

Horh, mean(-) o REVEIZ . IRJE X MNFAEANEL, FH1E I GE L RIE A %I 52 HAM S i) T AR
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5[;%@5 Fr € R1*50%512.

F, = mean(F, ® expand(w)) @)
BT RS F, RBR52 28R I TURFHE F, 7T LA 3B A& R AE F,:
F,=F,—expand(F,) ®)

FIF LR A3 B HT A RAE F, € RUSCCS12 GEATHERR, ) LAY/ 235 bR 25t HAAR 22 A S M. AR SCx & 3%
I B PR 2 FZ AN RS AL 248 B2 SR 2 {8, R F, e RVC T, B3 B m RO A K MR SEAT i 1O B bR 2. o 3 o
ZREIXIRPTR, FOBT RIS 75 B AR 28 rh A 2 IR 5 25 1) FOUI L = 7 BE7R e (EL HL A SO AR AR AR 1 0L, 3
A5 1 P A AR S AR A S 2 2 R T DA
2.4 SHEEEARZEMMANIRIR

55 M B AR S MABUE HER H Transformer B P ) 22 5k B ¥ R JI LI SR AT DR B R AL A AR 2 2 TR 42 IR Aok
B ARSCE SR e A A L HA Z R LN Dy 512 ERORFE v:

v=fio(h) )
Hor, () FREHE. FN, FIABESHEEK CLIP AL A 1L 5 FIFR B FE 4N 512 Y- SCARHE £
t = CLIP**(T) (10)

oy, CLIP™ o0 CLIP [SCAGS . Xt T MSA H IRk o € (1,2, h), #8473 MECEIERE we. wE. W)
AT 0, K, MV,
0, =W, K, =Wk, V, =Wt (11)
AR PR BB 015 B DURE 2 HOF A v, MRG0 N R0R Z,:

0.K!
Z,= Softmax( \/d_’” )V¢ 12)
k

For, v, 72 46 T80 R FH Rk G bf P VA O B B FE B AR 1) 1), @ A2 K, MRE . I BT Sk 0% R DFAE — RS 3R i8
=AM R R B L Z, THRERE O
Z =Concat(Z,,2,,..., Z)W, (13)
FHorr, W, Ron M2 IR ERERE. v T 50 R SARHE A R S M Rk 58 7, 3 B T — N A5 X 45 1 — 2D Ab 3 AN 5L
ek FIRHAE, I TR B S AR B R A SRR IR
= Z+FFN(Z) (14)
Hoh, FEN RoRTTR M4, FEAIERNEEE . — DNBUE 2 — Dropout. 3 1 NEEHEEH 512 4ERCA
FHEY 6 25 = (4R, DI R AR B 22 | e 1 AR 3 (1) AT B, 7% 2R ReLU 0 sR £ 5| NS 1, 38 AR
A2 15 BE 1. Dropout JZ 1J DAHR m i Y (2 1k BE
2.5 BEFES]
T 5 S B FE B RG A5 i5, ASCR R B AR R B SR FIAE AU OR BE 4R 2R DR BE SUARRHIE R S 1 T
) CLIP M 2R 2 BEZS FIR. BhAbh, TINFREE T 451 25 FH R AR AR 25 A T4 I .
() BWH K. 1ZA0 R8T 2 RS A TS AL BEIE T 0.5, A3 B s I BT AL B4, THERIER W Fow:

N,
!
L= 7 Ih=05If; (15)
i=1

b, ny FORBEG x; IR A, N, R MR RN, L ARG 75 1 o B FURF RO, 1 15 0 A Bl R 48 B2 4 1
I B B AL R K SR T W ORI SRR AT A BRI UE R TR, 5] SRRz e ok, 8 — (A
SR FEE 1 2% 1 T A

(2) BUEERUR. A0 R AR Y e E AR AE 23 8]0 55 A 2K (14) T SCARZRIR r AA S (9) s A i B A4 1Y
PG v SRAG 9 A T 0 4 3 BE 70 200 R i S R R o
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Liinge = i i maX[0,8+ | tTviT t'*ViT J (16)
2

i=1 j=1,j#i I;‘ V,-2 Ht,* V;

Forbr, & S0 S SR T4 DT BC XS A0 VT FCS 2 8 0 5 /N ARMLLEE 22
(3) MBI O B 453 5. 28 SR 00 5 AR A AR 6 15 5 22 18] o O B L AE SCA SO TR AR (B O &R, AT i 2
JR KIS A T BE 6 A BCRIK SR AR SCARIIE 5 5 B L RARIE AN

N, Ny l ) 1 tl*t;T 2
b= 3, 3|1l (1= | )
e,

BRI AR AR AL A 22 [R] AU PA B 185 5 A 9% B 8 EAT AL A
(4) PRZPITIRR. T SCARRRRE AT AN 2], T BUR B SN 95 Sk HSRAR 2. ik, A0 G A bR
PURE IS AEAIS B AL, (L AG R BN ST R iR bR 28 ) 5 21 AE IEAEAS EE A AR I T 3 A v O A B, [
RN SR AR T IR MERE A R8P B R T S RE sU i R s
log la’[ Al ]
el

L= —%ZM:ZCZ,BT;[I -J[L)
A,
Hh, g PR T, C RETRALE B Z4E T PSS, T, RaRBE R x, 76 T R AGRE 0 &, S8y
FE 9T ER T P T R R HMERE A DG FR S, o () o Sigmoid S BR#L
B, ARSCHEAR B AR R E00 T FToR:
L= ALy + A Lijnge + A3 Lgie + AL (19)

2 2

(18)

2

Hoer, A B R AR R T
3 SKEuSTHh

T B AR SRR A A S, 55 M B MGG R AT R 1) AN SR 4 MirFlicke Y A1 NUS-WIDE®! I
HEAT X EL SE G 30 IE.
3.1 LEBHURENA

MirFlickr R4 & T 25000 5K E Fy, 7024 38 MEAEN. FkE R HBE T —ME#EZAEN, FAAET
ANTE R B A SR AE A 55 B B AR A X L 55 MR BARZE R RO LA 1386 B, BEALTE VI ZRd AR R ee A
FRAL 59 M B ARZE, X RE QAR IR 38 P ELAELAR A5 A2 AN T LI A SC A BEATLIE B 2 000 5K & 1B v & i 4R, HR
R 1R s e SRR 2R 4R

NUS-WIDE ¥4 fE & 269498 7KKl Jr, 81 M@ . 5 MirFlickr 4 fE4H L, NUS-WIDE #4551 5
KE A RGN, FFHWME AR E RN LB, ASGERT 81 N HH LK 10 AN, BILaiE
181365 7k . N BENLIERE 5000 7k E A 1E AT WAL, HARE 1R EE, H MBI ELEHIER 10500 Tk
RERIIZGE.
3.2 IR iEtRFIRTEE A

T VAR BT TR BR A, AR S0 — S A (0 5 i AT R b SR T VA 3 R IR B A vk (LSHP,
SHPAT ITQY™) F1 4 Ffrifr i BA AR MR (0 55 I & 53 (WDHT! ', MGRNM, EWSH!" /1 WSHRCA!"Y). &3¢
KT EUG R RATUH FA Y 4 VPG 715 3 5000 MR 4 RIFIREE (mAP@S000), AT A i 2R 45 R Ik
¥ (mAP@all), H N MR BMEAL S M2k (P@N) FuEsfa=R 5 i 2k (PR).
33 XWRE

A SR TN AlexNet X284y 3 T P 48 SR BURF I ARRAE, #2633 — A Sigmoid B H0RGE M6 4 42t 4%
EH e, fME £ A& A H Leaky ReLU MBUMIG &R Z . KB 91E 5 B8 CLIP {§ F A E



ZFR 5 T CLIP 5| $AREMR AL 449 55 B B 1R0b A 1943

& VIT-B-32, i i #2 R Adam 1EMILALES, 2% I R E N 1070, I HA 10 SRR 0.1 £5, —Frfi—
B e TH 8 SO IR 7 2 0.9 A1 0.98, L2 IENLSECH 0.001, YIZREE IR E R 30 Ri%EAR. 40 o XFF MirFlickr
YRR E Y 0.5, % T NUS-WIDE $#E4:1% B 4 0.25. CTRH 1§ SGD Ak 2%, S HEEFEEL ) 3 F M4 AlexNet
HO)REEN 107, BAZMEMERZEREEN 107, 55 0B ARSI BURHL ) 22 2] 8 2x 107, 7E MirFlickr
BAEEE, 0 =0.5, £=0.7, MFE NUS-WIDE #3545 F o =025, e =0.9. HASEWH M EIEE BN 4, =4 =1,
=10, 2, =15.
34 LWWLERS

BT H ATEE T 55 B S IR A A BB AT R T D, IR T 53 B I k2 4h, 165 3 Fhii & s
AT, N T AR, A 773200 T M 28 248 ) AlexNet SRIRBURFE, A0 T3 77 BRI 43 S2 AN 2=
FTA] CLIP RLZY (1) BURAFAE. M4 A5 D 1K B 20 5 % BN 16 bits. 32 bits. 48 bits Fl 64 bits. 75 J5iATE A EIHE
R FEIG A0 K B K mAP@all W3R 1 fiR. Hoh, St gl R CinfiRor.

# 1 CTRH FIHARTTIELER M EE L 1) mAP@all (%)

, L MirFlickr NUS-WIDE
Hil 1k ETHA 16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
LSH 5623 5775 57.72 59.13 3634 3825 4021 4267
AL G T W B WA & T SH — 5954 5873 5878  58.96 41.16  43.84 4247 4175
ITQ 6482 6557  66.03  66.17 5432  56.16 56.94  57.35
WDHT 66.43  68.62 6943  69.02 5592 6334 6072 6234
MGRN 69.78 7045  70.81  70.60 62.08  63.52 64.13  64.01
VR B 58 W R A S e EWSH AlexNet  70.12  71.63  71.83  72.08 6432  64.14  65.08  64.87
WSHRCA 7203 72776 7379 7291 6595 6741  68.09  68.23
CTRH 7221 7403 7538 7537 6779  67.63 68.49  68.96

NSRS S5 e rpa] LA th, A SCT7E CTRH EAS A e A A5 e B Hhoxd 1 9 Kl H 8 4 MirFlickr Al NUS-
WIDE 1R 2 5 R B0 T30 (R 2 95 M B WA A 757k, 7E MirFlicke £ 8 rh, ANSC7 36t b H AT 2 U 8OR i
RITNEAEAR FIRE AR K R ¥ E T A — € 32TT, PR M T 1.4%. tHtnT 8, 51N CLIP AL mT LUA 251 555 B
PRESRIMAR. I FLBHE 0 75 R B AR N, A SCR B CTRH Bt b Hfth 7 ik BT+ &8 T v, X B 1 A S0 7
PO ARSI R R IR T A BOUE . Heh, USRS R 48 bits I HUS T BRI PR ZORE B, X i
B A T PO BE AN R ABRAT, 64 bits K RE R ] BEAFAE — S8 TUR G R, AT IORS IR AN 48 bits [
Arfity. 3TN A ) NUS-WIDE $dfa b, A SO IEAEAN R A T K LR B T P4 1 0.8%. S, 7Emg
AR EDY 16 bits WHETE T 1.9%, EZFEA WA A i1 BRI 3G N, 3R THiE 2K TP 247K, X T RE 2 A8 NUS-
WIDE Hu#f 85 (1 8] A 8 S8 9 B0, X AR AEAIL 08 70 S rh SR I E BE 22 () TUARARRAE, AT SEMA BE A P ey 45 23]

XTI S, AR T R 2R [ 50 RS SN R B — 43 A 3R 45 2R, DRI AE RS RAT 55 AT 5000 ANk
[m] 25 P PIRE E mAP@5000 52 SN E L RIVEAN Fiabr, W3 2 P, e, g RO #oR.

%2 CTRH AMIHATTVELE PR 4R L) mAP@5000 (%)

MirFlickr NUS-WIDE
SKe E’l N Y [%X] &
H 1k ET R4 16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
LSH 57.24 59.19 60.03 62.53 41.09 47.17 52.69 57.81
A& G TE B 75 T 1 SH — 60.17 62.76 63.66 63.59 56.02 63.62 62.81 62.38
ITQ 70.15 71.47 71.99 72.21 65.98 66.90 67.56 68.72
WDHT 70.83 74.32 74.91 74.70 60.64 69.51 70.39 68.86
MGRN 75.35 76.51 77.04 76.89 73.59 76.85 78.04 78.55
VR 59 WA B A 75 7 1 EWSH AlexNet 75.29 76.99 77.57 78.16 72.26 73.72 75.86 717.37
WSHRCA 78.08 79.22 80.32 79.46 75.66 77.80 78.68 79.81

CTRH 78.80 82.66 83.33 82.98 78.19 78.50 78.98 80.61
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FERE AN B HE AT, 18 16 bits. 32 bits. 48 bits Al 64 bits K 1WA 75 iS5 BLA J5 3T RS KN, 4
ST IEAER AR AR T N 3. 7 MirFlicke A1 NUS-WIDE #3582 b, AN [ W4 75 RO KK 3 0 B R ok L B R e A 6 5
A RIPEFE T 2.7% A 1.1%. XYL T AR ST 0 J— 5 R R 45 A6 S D B 5, 3R R D 7E 32 448 58 a4 1
B 55 M BHE 5, BRI DLSE 7 R N 2 AT G A 5 2] (R 6T NUS-WIDE H#8 48 H 4 K v 75 1 (i 1 1,
FEFH IR FE [FIREAR T P35 K.

AL T MirFlickr #1 NUS-WIDE $04 £21F 4 FiA FIRG AR T % 7 vE 0 P@N M2k, Wikl 4 FiEl s
7N B, X FAEHEAET 1000 IR FME N AR SCVETE AN SR S E#00 T I0A /5.

— LSH SH — ITQ — WDHT — MGRN — EWSH — WSHRCA — CTRH

09E 0.9
e I e I S —— R S——
§ P—— 50,8& 50.8x~ '50.8_\
§ 07— § [e————— § P § —_—
£~ B & 07 S0P~ & .7 b
0.6} I B e \
re——— R 1Y Y S e—— 0.6 Lo A
200 400 600 800 1000 200 400 600 800 1000 200 400 600 800 1000 200 400 600 800 1000
Number of top Number of top Number of top Number of top
ranked samples ranked samples ranked samples ranked samples
(a) 16 bits (b) 32 bits (c) 48 bits (d) 64 bits

4 FHVEAE MirFlickr B4 EAFME A T5KE K P@N B2k

— LSH SH — ITQ — WDHT — MGRN — EWSH — WSHRCA — CTRH
0.8 Ry _= 08 0.8 F————
0.7F I |
& L BV P—~———— Soip——— 1 &
g 0 T Boet s — BV
04— 0.5 \ x 0.6} , . . ’
" 200 400 600 800 1000 200 400 600 800 1000 200 400 600 800 1000 200 400 600 800 1000
Number of top Number of top Number of top Number of top
ranked samples ranked samples ranked samples ranked samples
(a) 16 bits (b) 32 bits (c) 48 bits (d) 64 bits

K5 &AL NUS-WIDE 54 AR A LK P@N 4k

AICEVEAY T %% 77 1E1E MirFlickr F1 NUS-WIDE i 45 _F A A A 7505 K FE /T PR #h2k, Wk 6 FIE 7 Fros. |]
DL, AT T7 % b H A B AT ) 7V — B AR T

— LSH SH — ITQ — WDHT — MGRN — EWSH — WSHRCA — CTRH

0.8
- - 08 =08 = 08
=} =] ] =]
707 z Z z
S 507 507 307
o & . & 3 & :

0.6 0.6 \N 0.6} 0.6

0 02 04 06 08 1.0 0 02 04 0.6 0.8 1.0 0 02 04 06 08 1.0 0 02 04 0.6 0.87 1.0
Recall Recall Recall Recall
(a) 16 bits (b) 32 bits () 48 bits (d) 64 bits

Kl 6 &J77kEAE MirFlickr 204 4E_E A RIS ALK B 1 PR 2R

T S B 7 R I B 4, S 0 A 50 P B0 BT 10 /IR S
B, Sot, SREMEFRIERE 0K R IEMIILER, 20 EAERRIE R PR AR MO . et o I, K SO 55
B 7 S R U T DA S 5 2 A R AR,



FER 5 AT CLIP 3| $Ar44kA0 09 55 B B 4ob A 1945

— LSH SH — ITQ — WDHT — MGRN — EWSH — WSHRCA — CTRH

0.8
0.7 0.7 0.7
g g g
'z 0.6 7 0.6 ‘% 0.6 F
3 3 3
£ 05 \ £ 05 & 05p
0.4 k 0.4 ., 04+
0 02 04 06 08 1.0 0 02 04 06 08 1.0 0 02 04 06 08 1.0 0 02 04 06 08 1.0
Recall Recall Recall Recall
(a) 16 bits (b) 32 bits (c) 48 bits (d) 64 bits

K 7 K754 NUS-WIDE #0445 _E AR ALK B 1 PR 2R

i KRR top-10 1%

8 I 10 MERES RIVHR R

B TR R L RE R E R T A, AR A R R AR5 v, I TR 5 2 () D4 R R 1 7 vk S PR A0 sl 24 b, UL
FEAEARTCGIN T 95 B R 28 BRI SE S5 B, 753k — D IR HLAE SRR Z O R v () R R B (A5
VLIRS, X LR AE I 2R Be 2 5000, TR DI BE, A28 0 O B AR ) s A6 i B 90 2% P T i 8RR R AT
At 2 P H (R S (1) 5 72 ] 28026, AR SCHE MirFlickr A NUS-WIDE W AN 4508 58 F 23 B 7 AN R AL AL B 64 bits
W A ) 1A 220 IS TRD R it T . LA, BRAT TR 0t £ P O AT BB EAT 1 A ) A R HE R, 0k Lk PR -1
P R IR RN 55K AR, S5 R 36 3 s (Bl 7 38 ) AlexNet ST %%, Bt 45 R O R R). 4
R AT LA ), CTRH FEHERR Y B H AR P 95 M 0 A 7 VA AR L, 72 I (8]0 2 (8] 45 77 T 420 R Al SRS S48,
TAE PN As B A3 it — 2D U, ASSCHR (K 7 R A DR A R IR (A RISt 1 55 By AU 1k

R 3 CTRH AR IELE P Bt 4 _E K- S8 I 1) A0 4% )T 4 LE

- MirFlickr (64 bits) NUS-WIDE (64 bits)

K A FF4 (ms) [ 774 (MB) I T JF 4 (ms) 21 JF4Y (MB)
WDHT 1.44 232.18 1.16 232.18
MGRN 1.37 229.05 1.11 229.05
EWSH 1.38 232.58 1.14 232.58

WSHRCA 1.40 228.89 1.13 228.89

CTRH 1.35 228.95 1.13 228.95
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3.5 HELSCIG S HT

9T BAIE CTRH #E2Y  BT 4 H 1) MR A8 201, AX SCEE MirFlickr AT NUS-WIDE B4R 4 4 PN G A
T B RS L AT 7 I Ak sEEE. 38 4 F13E 5 A HIE/R T mAP@5000 1 mAP@all fIMERESRAR (FITE J7iktfE A
AlexNet AET ML, Bt R O RR). Kb, 5 1 AT RERBRATH A 55 IR S SIHELR 45 . 58
2 ATTEILELAY N T g5 B bR A B A AR e, AT L AICRAS B T AR T, JUILAEME S L 1) NUS-WIDE bL g
A A FEARL /N IR DA e 175 0 T S R BN B . B8 3 ATTE SR 2 AT I ALRN L3 7 55 W B R A BB B, 3@ 4t —
AR BT R ARG AT, JLAER R FIARAS B 7T, 5 4 AT AT 7k, 155 3 4T R ESIN TR
AR %, A ) TSR B G 4t 2% > PRI ERE AR,

#* 4  CTRH BEAZIMAFBHE mAP@S000 %I LE (%)

ik MirFlickr NUS-WIDE
16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
FEUERRE Y 64.99 73.53 74.25 75.58 34.52 65.85 69.15 70.01
INTR 72.78 76.17 77.74 78.08 68.77 74.09 76.09 77.30
WhINTW 77.89 81.74 82.63 82.09 77.58 77.62 78.04 79.83
CTRH 78.80 82.66 83.33 82.98 78.19 78.50 78.98 80.61

#£ 5 CTRH BRI FEEH S mAP@all Xt (%)

Sk MirFlickr NUS-WIDE
16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
ALY 63.60 68.01 68.32 69.52 34.00 58.23 58.97 59.22
WHINTR 68.90 70.12 71.25 71.64 61.96 62.86 63.67 64.75
HINTW 71.62 73.17 74.85 74.62 67.02 66.89 67.64 68.23
CTRH 72.21 74.03 75.38 75.37 67.79 67.63 68.49 68.96

AT 53 HT CTRH WS EUsE, A SCAE 48 bits K 1IN A5 594 HILE MirFlickr 1 NUS-WIDE #(#4E %}
THERE o DRSS e MPHIUR I SE A, MEBUEEAT 2007, @B 9 Fs. Hoib, X THRE £ E o = 0.5 I, 7E
MirFlickr ZH% 48 H A0 R B i, 33X 158 AR T Dyt A o 2 380 000380 R U 0 JE 4 £ 6 R DA B 2 %o Mgk 75 B K NUS-
WIDE $E4ETT 5, W o = 0.25 R LT, X5 B 7E NUS-WIDE $E 45 FF AT B0 R, 33 2 i 8 bR AR A fif
2 CLIP T hi& B R s, RMAER T CLIP A J5A AL 3G 5 AR, MBSk il FHE & = 0.7 I, 7E
MirFlickr %3 £ i 200 S e F. 06 118 75 56 KK NUS-WIDE $538 82 U 75 529 & = 0.9 I 830U R i . £E X3 2 B 3
S H IR TS R, A SCIX BR85S0 R B S A, VBUE HET 5550, 2 A, = 15 BHE B AN 42 1) 8 4
RES35H

0.84 0.84 0.84

—’_\\ —
S o082} /\ S o082} S o082}
2 2 z
©0.80 © 080} © 080}
& = | & _
0781 /\ 078} 0781
0.76 L . . . L 0.76 L . ) ) . 0.76 L . . . .
0 025 050 075 1.00 06 07 08 09 1.0 0 5 10 15 20
HSH S e B A,
— MirFlicke — NUS-WIDE

B9 IHRahsEIe s 1
T4 HT CTRH TEANA T4 RS, B T AlexNet, A SCIRBET 1 58 Jet AT W 4% 256, U35 ResNet-50.
ViT-B-16 #1 CLIP (ViT-B-32) A5 it 2. %F T ResNet-50 Al ViT-B-16, FoA 178 VI 2Rt £ i idtAT 1 i 23w i,
DA 5 4 b 3 P 2 54T 455 1% T CLIP, AR T #6480k 4 1 7 3, AR AR 2 5, DUR B 438 SR,



FFAR F AT CLIP 3 $ARE AL 35 5B B b A

1947

R 6 ME T AR T mAP@5000 Al mAP@all FITERESR bR (IRPL4s R CINLERR). 45 RR W, A5k 5 o
T ML SR T HUS T BE— R REAR T, RN BSAIE T BRI AN R G i A R A S S R

#* 6 CTRH TEH A G4 LA AN E 1 T M4 1 mAP@all (%)

N MirFlickr NUS-WIDE
FETFMLE - - - - - - - -
16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
AlexNet 72.21 74.03 75.38 75.37 67.79 67.63 68.49 68.96
ResNet-50 74.11 76.73 78.09 77.51 66.02 65.44 67.49 68.34
ViT-B-16 76.60 77.13 77.69 77.81 61.81 65.56 66.93 68.14
CLIP (ViT-B-32) 79.79 78.06 78.96 80.82 67.57 69.91 69.41 68.35
#* 7 CTRH fEHANEHEEE LA A F 3T M 45 1) mAP@S5000 (%)
% . : MirFlickr : . : NUS-WIDE ' .
16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
AlexNet 78.80 82.66 83.33 82.98 78.19 78.50 78.98 80.61
ResNet-50 84.50 86.30 87.89 87.85 78.46 79.91 80.81 81.75
ViT-B-16 87.97 88.28 88.38 88.02 77.98 80.63 81.70 82.13
CLIP (ViT-B-32) 88.17 86.76 87.34 89.26 80.50 81.54 81.86 82.50

AT At CTRH ZEANE TR 25 22 AR AS FERASE A 1B, B 1 CLIP, A SCid 2% OpenCLIP, 1E MirFlickr
1 NUS-WIDE %4 85 _F#k47 5256, SRit s ANk 8 Ak 9 Fin (R4 R EMMEIR). 23645 R R, CLIP R
[ A 75 T B R AR IR SE AR ) mAP T B, BARR I T OpenCLIP, EF H o 0 FaE A& M. RATIAA,
X ER M EEFERET: CTRH Fr H 2550 E 2B FE R G5, RS E BMmm. 18 sk,
XA REAH 7S OpenCLIP 7E KU 1 S 4 T 25 Hp 5% B 92 AR AE AR R 708 40 KA A . ML, CLIP 72 B STH
FF IR SRR R s S B B, RITE AT S R B A A, &% BATAR, SR CLIP #if 2 — 15

A RS, REAE IR I SCHEA ST AT HE W A Ay 2 STHE SR,
8  CTRH 1E P AE L AE AN [F] Pl 5 2 A28 LA 2 (1) mAP@all (%)

VLKA : : MirFlickr : : : NUS-WIDE : :
16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
CLIP 72.21 74.03 75.38 75.37 67.79 67.63 68.49 68.96
OpenCLIP 70.60 72.32 72.77 73.17 64.25 66.17 66.71 66.64

#* 9 CTRH EMAEIEEE EAEHA R T 25 2 B R mAP@5000 (%)
MirFlickr NUS-WIDE
]
VLI 16 bits 32 bits 48 bits 64 bits 16 bits 32 bits 48 bits 64 bits
CLIP 78.80 82.66 83.33 82.98 78.19 78.50 78.98 80.61
OpenCLIP 77.25 79.22 80.03 80.34 73.11 75.42 76.71 77.27
4 B %

ARSCHEH T —Fh CLIP 51 SR04 55 M B We 45 U5 3, 4248 CLIP 4055 A5 & 10 2 BRI HI 7 b
BEHEATRAL, TG 58 UG 5 SOAR B R, Rt — 20 51 e 5 B2 A pl B A v ol PR PR A . A R A g 75
PREEXTRE I NE BERORE IR, A ST 1 — A 59 M B AR SR BB, Sl I OR CLIP il & T kS HORBEATHERE, 2E
JRA B N 25— B SCAPRAE. 2 — 204, AR T 59 M B R 2R OB D, IR 22 3k B = A0 L SEBLAL (A 28
AR 4 R A T, A7 RARTHBE 3 R KR ALRE 771X STAKRAE 73 A AN I 1 B, A SCBETE 1 ARZET ik, il
BB s RRFEAR N2 2. feJa, AR SCBC A 51 N BLE OR B 4512k, BBE SR R AL ok, it — b 5l &
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I 75 T 2 ST BB R 2857 (1038 AR, 78 MirFlicke A1 NUS-WIDE | [ 9236 45 BRIGIFE T A< SC AT i 05 v 1A 2.
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