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近年来, 随着数据规模的不断扩大和计算能力的提升, 机器学习模型的可信性和适应性需求日益凸显, 高可信

自适应机器学习应运而生. 其发展的新趋势体现在 3个方面: (1) 机器学习算法的不断升级对模型的鲁棒性、安全

性和可解释性提出了全新挑战; (2) 各领域的复杂需求推动了机器学习系统的自动化演进, 包括数据选择、模型调

整和算法设计等; (3) 算力资源的不断提升为高可信自适应模型的自动化调优和多样化数据处理提供了新的支持.
专题聚焦高可信自适应机器学习在可信性与自适应性提升中的前沿探索, 致力于呈现具有创新性和实用性的高水

平研究成果. 重点探讨基础理论、关键技术及系统实现, 分享新兴学习模式和开放环境下的模型动态更新与自适

应训练等前沿研究, 进一步推动可信机器学习方向的学术交流与技术发展.
本专题公开征文, 共收到投稿 24篇. 论文均通过了形式审查, 内容涉及样本选择、异常检测、可解释性、鲁

棒学习、联邦学习等. 特约编辑先后邀请了 30多位专家参与审稿工作, 每篇投稿至少邀请 2位专家进行评审. 稿
件经初审、复审、CCML 2025会议宣读和终审 4个阶段, 历时 3个多月, 最终有 9篇论文入选本专题. 这些论文

的内容如下.
《基于高质量样本选择的跨领域方面级情感分析》以多领域情感分析为开放环境, 结合高可信机器学习理论

与领域适应方法, 提出基于高质量样本选择的跨领域方面级情感分析方法, 在跨领域迁移任务及方面级情感分析

中验证了方法有效性.
《基于自适应策略优化的鲁棒精度权衡学习》利用演化优化提出一个自适应对抗训练框架, 将遗传算法引入

对抗训练过程以动态调整不同训练阶段的对抗攻击策略, 实现对抗样本生成模式的渐进式复杂化. 该机制还能通

过策略优化记录实现训练早停以抑制过拟合.
《基于强-弱互信息掩码学习的可解释动态不完整图异常检测》提出一种可解释动态图异常检测方法, 结合

强-弱互信息优化的图掩码自编码器框架, 通过掩码模拟动态不完整场景、强-弱互信息损失提升模型泛化能力,
并借助掩码扰动增强可解释性.

《面向欺诈检测的风险感知动态聚合图联邦学习》提出面向欺诈检测的风险感知动态聚合图联邦学习方法,
通过典型风险动态聚合策略增强模型对正常样本和典型欺诈样本的判别力, 并使用多样化风险平均聚合策略进一

步提升模型在复杂欺诈风险场景下的识别鲁棒性.
《面向开放世界持续学习的任务敏感提示驱动混合专家模型》在开放世界持续学习形式化定义基础上, 提出

任务敏感提示驱动的混合专家模型, 通过即插即用的任务提示聚合机制与改进门限机制融合历史与当前任务知

识, 结合自适应开放边界阈值策略调整开放类别判别边界以提升检测与分类性能.
《数值型标签噪声的渐进式区间校正方法》提出回归噪声标签的渐进式区间校正算法, 其先基于真实标签后
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验分布给出标签校正有效性条件, 再对满足条件的标签进行最大后验校正, 最后通过逐步缩小可信区间渐进校正

优化标签.
《全局与局部残差信息联合感知的可泛化图异常检测》提出全局和局部残差信息联合感知的可泛化图异常

检测方法, 在图神经网络 (graph neural network, GNN)建模局部节点关系基础上引入线性 Transformer模块, 再从

全局和局部视角构建残差, 最后将二者融合以构建数据集无关的通用节点表示.
《基于动量加速和任务均衡的目标检测对抗训练方法》提出基于 Nesterov加速梯度的对抗训练方法, 设计自

适应损失重加权策略以均衡对抗样本的数量占比, 促进模型聚焦定位以增强鲁棒性.
《可解释深度学习的概念建模方法综述》对比了基于信息流与基于概念的两类可解释性方法, 围绕可解释深

度学习中的概念建模方法展开综述, 旨在为理解和构建语义可解释深度模型提供系统性参考与方法指引.
本专题主要面向人工智能、机器学习、数据挖掘等多领域的研究人员和工程人员, 反映了我国学者在高可信

自适应机器学习领域最新的研究进展. 感谢《软件学报》编委会和中国人工智能学会机器学习专委会对专题工作

的指导和帮助, 感谢专题全体评审专家及时、耐心、细致的评审工作, 感谢踊跃投稿的所有作者. 希望本专题能够

对高可信自适应机器学习相关领域的研究工作有所促进.
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