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Progressive Interval Correction Method for Numerical Label Noise

JIANG Gao-Xia', LEI Fan', ZHANG Jia', WANG Wen-Jian'*

'(School of Computer and Information Technology, Shanxi University, Taiyuan 030006, China)
*(Key Laboratory of Data Intelligence and Cognitive Computing of Shanxi Province (Shanxi University), Taiyuan 030006, China)

Abstract: In regression tasks, numerical label noise can distort the true distribution of data and weaken the generalization ability of
models. Data filtering is a commonly used approachthatcan reduce the impact of noise to some extent. However, it is prone to the issue of
over-filtering, leading to the loss of effective samples and the shift of data distribution. This study presents a progressive interval
correction (PIC) algorithm for regression label noise. The aim is to tackle the problem of sample loss caused by data filtering and
effectively reduce the label noise level. First, based on the posterior distribution of the true labels, the validity conditions for label
correction are established to ensure a reduction in the label noise level. Then, the labels that meet the validity conditions are corrected
using the maximum a posteriori method. Finally, the labels are progressively corrected and optimized by gradually narrowing the range of
the credible interval. Experimental results on both benchmark and real-world datasets demonstrate that the PIC algorithm can significantly
reduce the noise level of data and effectively enhance the performance of models.

Key words: label noise; regression; label correction; progressive interval correction (PIC); noise estimation
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B A AR R A AR 2 U2 PR B T AR IE BB L B BRI LA R e T R S iR T 52 ) e B,
4n, £E T A Al T 55, RIS E B B MANEAAAE 22 57, A FIARE [/ — AR B R 45 AR R BRI T BEAE
PR AR 2, AT SN K REARRE M 75 B[] V34 55 o (K B A5 8 785 LU 43 S8 AE 55 o A b 2t 5 S . L s R 2,
G2 e b A A B CELA BRI 2000, T [TV o PR AR 46 v RS T — e 8t LA JC R P A EEL 7 X ) 1,

BT R bR P 2 2 7 ik T N A 75 T A B AR R e 75 e jl. AE AR TR 5 T, e e v B PR R A SR . B A5
% B BRI L FF I M) A 5 A 25 0 i A e 75 e A 8 U0, 0 TR, At PRV 75 S 9 A I 7 125 T LA 22 00 75
BRI IED. 5 g S G BRI, 5 R IR R A PR SR IE S5 R, S 75 TR AL AT AT AT 503,
PRI, MESCH #f B AR B AR SR A LRy — SRR B B A 10 v, AR [BUAAESS o, WA I 8 el T AR . XU /45
JER B B b B AR 25 P () it vk U . T R M P b A A AE A L, e 7 e 90 DA X R < £ 7 28 A T 5
i, A TINBINAARZE R, (H 2 2 RPEAE BT RE - B0 70 A1 A B A% . AR IEAE DR FF 208 20 A1 1) [ I o
AR 22, (E A R IEAS 2T RE 2 5L NBUMIFR MRS . b T[] bR 2 e 75 LURS A I, H A1 [ U BR 25 5 £
TRV AR A PO . 58 R o R AR B A I A — TR B B R AR 55, 5 2o AR B 22 A S0 1)l 1 2 75
BB A5 A L AR 28 (R A B b, FL R BRI E & B AOAZIE H AR, R I 75 Bt B2 IR IR AR, TR 2, B4
L IE S R AT W 4 i 75 SN, s DR e 2% SE AR 28 o B P B A S T AL

FEBUAT PR R0 Bl A WE T, 6 T AL RAR AR, W SR AE 5 EL R 2 1R HLARAE, H 5 AT 2t M) F 2ol
PRTHBRPE AR 1), T (5 bR A A I R 45 8 G B (4R 2%, e E OR B S 2 A A5 I [T 3 i SR e S
R B A AR AR A5, AT A A 20 2 ) 38 S A (o, AR SCHE R DRI 75 /RSP AN T IO AT B T, A5 — ST
AR IE /D> B A K A RRAE, S G Bt MR IR 30, 11 1 45 7 8 A Bt 4R Rt sCIX TR RS IE (K78
. AERES T B R, R RARARBEHERA (K T-19 e, A DO R AT H A RT A5 XA, AR XAy 1 i AR
IS JE R R IE AR e, 170 A £ DX M AL i AR NZA A IE (0 e e s . LR AOAR AR I I k3. B 1(a)~(c)
T3 PRIV R, B P 1 Ar AL, R A R AR 2R 2 R IE S B R BRI TR AR

o TN o TR o TR
o MRMRMIE CRIZIE o MRMEHHE CRELIE), o RMEELHE CRIZIE
o FMEEEE (BRIE o MEHE (BRLIE) o MR (BRIE

A DX ) FTEE[‘HJ FH’;E‘M
—= PRI —= IR

X X X
(@) % 1 IRKKIE (b) %5 2 AL IE (c) 5 3 KL IE
1 A REdE b rARSE AR I SRl

—= PRELIE

AR E TR ELES 3 7.

(1) BT H AR F 00 A, M7 7K IR 25 H — RIR A T (0 S R4 A, R B bR 250 7 7K~ 8t
TR IE IR 7 R LR .

(2) $2 tH —Folngg 75 5 25 137 18 X X [R) %2 1E (progressive interval correction, PIC) 532, & LA E AR 2 I i K G
(maximum a posteriori, MAP) i T Ay H G IE — F A MR BN XA, 43 fHA TR WL AR 288 Tl X [A) 2 A1 R R
W P bR K L X [A] [ P42 B2 AR AL TE A S SR A I 20, DA IR S s TE 5CR.

(3) TEHEUESIRAE L1k i 45 3R 99, PIC SR T e S 0k I 0 75 I iy v . A A7 U8 il TH AL 2% A T HAT 25 1,
PIC B AT LU 25 B = R AR ) TR 5% 22,
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2 HBXIE

AR 7S AL IR T S B0 2 5 R T AR S T S RS AR L 5 2 T R B LR R, 0T [
VAAT: 55 B R b 2 W 75 (1 b B 5 V2 A R A AR . E G 1) TR T AT 55 0 70 e SR, 22 5005 V2R bR 2 0 i S
SR M 7 T T i T AR AR IR (9 7 VA B R 5 S R 2 DA AE ) R R R &5 (1.

St 24 50 TR o 25 e i A, £ A 0 e N VAR s 0 B AR P AR ) — R I DG B BEIN T (ROF) M it
V€T, Hirh ROF LA 1 (5] J5f AN 55 B A A 1 1 EUAE, ROF B0, REAS & bREEIE: 75 (ML Bk . Zhang %5 A1
SR AF SR bR 25 gt 75 i — it sUFR 25 4 IE (progressive label correction, PLC) Bk, iZH ykiE i A Zr
22 28 RS IEFR 2RI AP IR s B MR RE. SCHR [15,16] TR YRR IR SRS BB MG A 1 RNE, I LAR R4 SRAT 55
FH R PR R S i A, TX — SRS bR A5 M A A R AU R AL 1T SO A SRR R AR

Xt [ AT 55 rh B B bR 285 e 75 1) 1, Martin 25 A U704 3% 4K %1143 3t (iterative partition filter, IPF) 7572 M
Ir RS R BBV SS, ZTTVEAE A AT I T 5 BRI SR, A58 A A QT 120 B Ht s SR kA7 V1A (I 2K
JiEARTE JEFRAS TR AL DX T, 2 5 B30 2 R B0 TG B AR 5 55 ) L.

AL, B0 AR B e 75 8] AT 55 ¥ T 119 Ji A2 07 v B O I ) VAT 55 0 RE M. [V 4R S UE (ensemble
filtering for regression, RegEF)!"* Vi FI 42 ji 27 >J S, 4 22 A~ 5 MRS AR () FOU0 45 AT o A4 i, 38 3o 22 M43 S AL
B TE KRS IE AL, w48 1719 (edited nearest neighbors filtering for regression, Reg ENN)! g — 28 i iy 3 T
ARS8 TV, 1207 0K TR 2 5 1 38 R AT FLA, 8 KT B A REAS TR ) A 7 B AR, Li 25 A P25tk [
VAR A 3R T H IE N R 1T € (adaptive threshold filter, ATF) F14E 154K JE (ensemble iterative filter, EIF)
T3V X PARN TV 53 A [R) 5T AR B 0 S A R T B P 40 B, K M 7S G MO I R R RE AR S8 S PR R A
Jiang 25 N UHRE W T —Fh e RE A% 4% (optimal sample selection, OSS) HESE, iZAEJL7ETZ AL 1% 22 5 R 6 T Wk
HAEB KRB ITAREAR. H4E OSS HEZE W11 T 7 i E 1L JE (covering distance filter, CDF) 5 K 5 36 M 7 it
JE (maximum a posterior noise filter, MAPNF)™J5 k. 5 7 i g OSS HELE H bk b8 Bt S50 58 24 V25 1) 1, Jiang %5
PR T — Bl AT iR RE A3 3 (interpretable sample selection, ISS) HEZR. % HE 4L 7E {7 B AH X A M4 75 /KT )
[F] B e R AT AR AR (M 2, FEAR 38 1SS #EZR it T HR A 378 55 FE B i JE (embedded covering distance filter,
ECDF) J5i.

FEIUA )[BT VI BR A5 A B 7 ey, S VR R 2 SR FH R AR SR s . SR, XM AR I R SR B — 7T, &
TE R BRME FEAEAR B AR, A4 27 Tk o it B RIORE AR IR 2%, B0 T R L IR OG88S Rskb; S5 — o5, i
VEARAE W] BERIR AR A I N E Z3 AR RHE, 51 R B 3 AR 1o R, 3 T s J5 SR I 2R AR e ME 2 A e ).
3/ &

AFTNBRRERIE A R L 55K S0 58 I A 3k =X X (RIS IR V.

WA BB D = (x,y)Y,, x BaH i DFEARPENSFE, y, £ i MEARBUETIFRRE. DR B2
PR FE TP, WOMLIARZE y; T BEAN STV 7R AR A B SRS 5,

TEX 1. BUEBIFR 275 8 SR

€=y —Ji (1

TEX 2. [FAREEY m TEHIRAE B RZE SOh:

ri =m(x) -y ()

BN AR FLSERRZE I 5 58 23 AT AT DL 2 A 1 SRR AR R AR 25 B2 M B I T AR 28 R A IE . v VR S A Y
(Gaussian mixture model, GMM) #& fit 3 AR & 01— Bl i i 20 2, @ i it AL & 2 AN i 7 o 1 0 okt i
FLSARAE I G 30 o3 A0, HAE % B s A

fO)= Dm0 @3
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Horh, o FORH kA E AT RIBUE, 5 kAo RO

P51 Ei) = \/2_#@ -exp(—%@—ﬂk)TZ: @—m)) @)
FCr, g STYE, T, AR 2. S8 T UM 9 %5 AN ABRE A (P45 30 LY I B 5.
31 FERENERIEEE

(BRI AR SE D A N, MR GEREE T4 D), # N, MREARRIE ERARIE T4 D, ), K
N = N, + N, bEHR LR WAURAE D = D, U D, BARVUSThRE R AN, (EFT AR A4 — SOERFIE (A3 4D
B PRI ) M3 FLOCRR A IR S oA, 5 CL AL SIhR A IR 2, S B 1 40 40 T 79 MR I (RS A A
FEACT) BN 4

I 1 AT 40 B AR D, K IEJE MR D I 75 K P AR I — /N6 4 4 R ke IE R AR (R AR,
ST 5, (R T I A, BD:

lyi =91 > A = Ep(e?) < Ep(e?), Vi=1,2,...,N, )

o, A= \/ S max 265~ )0~ Ey5)). 01, N, B S KeESCHRSE D, BB R 5 W BUHR2, 5, JHE 5

SERRZE, Ey(5) BT JaW A0 £(5,) B SEARZE A
B S FACIEF4E D, FIRMERFEAR (Vi=1,2,...,N,), B:

1 Ne

[yi=3il>A= \/ﬁr Zi:l max [2()71' )i - EY()NG')),O] (6)

1 Ne 1 N
= Gy > 5 ) max 200 =)0 = B G001 > 1 ) 26i= 30— Ev5) )

WA N, AR TERE AT 3 (0 AR 2 2 95 0 43 9 B340 0 ] 7
1 e 1 g
D Gyt > 1 D 26 )G EvG) ®)
= Ep. (9 —yi)z > 2ED( @i —y)@:i—Ev(3)) ©)]
= 0< Ep (y;—$)* +2Ep, (v = 3G — Ev(5)) (10)
ijlﬁjﬁvjjﬂ]i ED“)/@,' _57[)2, ﬂ:ﬂf.
EpyGi=5) < Epy[0i=5)+Gi=5)] (11)
NC A ~ NL‘ ~

= NEDL.Y(yi _yi)2 < NEDL,Y()’:'_Y;')Z (12)

PR AT S Ep, =50, 175

%ED,,.Y(yi -3+ %EDL,YGG -3 < %EDM,Y()’:' -3+ %EDUY(% -5 (13)
Horh, 72 R R JG HE 4R D AR BLSCHRAE 1 P 3 22, T A4 0 28 7R JR AR B8 5 D 1 (AR %8 5 L SAn 4
MR 2, B Ep(e?) < Ep(e?). TEEE.

SEPE 1 R, Y SERRARAE IE BAE X WS M TS AR 2 B0 GRE I BB A) I, SR FH TR 8 8 4 R a2 1T LA AR
RRIEFRAE RN P 7K, 7 SRR, BB RCRAE — e R BE LB T TN b 28 AR 12k, TR b 28 L 24 SR FH AR R )
FERIRRREAG THT7 20 (& T J5 30 70 A il T ELSEhRAR), A2 Bl = 4R E .

32 RARERKIE

FESERREVAESS H, JLIHRZE 5 2 R A, A SOES A FEA R 2 A TFR A GMM 4 2 5 S AR A8 1K) )5 B
G310, HAKYE K S5 % (maximum a posteriori, MAP) J5 JU TG & AN FEA W FR 28, RIS 45 /5 56 43 A7 P n] Btk f K
FIRRZEAEAE TR, an SR S PRbR S AL A (R0 2 2 BE 1 T B 25 1, UDRE SEBRAR AL IE 9 L TS

FLARAE I 5 6 23 A T 2N
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FO)= D MG s (14)
SEolt, g =y R £ BRI kAU B 256 AT 2 P

s = 4\ median{|y'® —fi|}
©\3n U (3/4)

St = S W g B A B, mediant) AP R,
B, AR 1 SRR 5, T DURHE MAP B S5
5, = argmax (5) (16)

5)

RIS, FUS A T
EvG) = f £, (7

LR LI 1 IR [y -5 > A B, AT DLE AR A A I (16) BTG FREE, K AR I J7 AR
RNE KGR IE. TEERINR, TR Tl ARSI (A3 (14)~(17)) &2 RAEAT 57, T BB AT
3.3 R XERIEREX

AT At XA IE (PIC) Hik (BiE 1), T EAHE 3 N Bl (1) BB B ks bkl 4 ]
fEERFITTSE4E (Steps 3+ 4); (2) A FERIME (S5 EL J=5) 5311 2 /MRS TNME A T 10 8 K A2 1 )5 5
I3, SR 5 5T RN X 8] 242 (Steps 5-7); (3) Wik AR IE 15 & 26 A AR 2E (Steps 8-15). Uik FH (1 2515 8y
PSR (B AR RIS 1 B BRI ES 2 B BT (RS2 28 BE R O(n - log ), 35 3 M BRI B2 2% BE 2 O(n), DR EEAS
S (R A4 FE N O(n - logn).

&L 1 Wi X AR IE (PIC) Bi.

N BAEHELE D = (x,y)Y, EIGBME To, 25K B, THRRIEEE J, BB m(x);
i RIEJS ERESE D.

1.T=T,, D=D;

2.do

3. A BRI m(x), I ATA BEARIAREE (7)Y 5

4. B My, Z I ZEAE yr R F Z—score(yi e ), 18 Z-score #EN ()5 5 A8 FIWE 7 30 D X5 Nl (5 48

o
D, (|Z-score|<3) ] 5E4E D, (|Z-score|>3), HFEAR B3 HIA N, F1 N, ;
5. ¥ D, BENLRIG N T AT, 2B AEASTFRINZEVAEEY mo), HHM D, WEEAFRE yPli=1,..., Ny k=1,...,J);

6. MIEAX (14). (15) Mt MEARR LIRS FR A0, FFH A (16). (17) tHEANTHE 9, FIIE E,G);
7. R (6) HE BT HINME A,

8. ifT>A

9. for (each y, € D,)

10. if (y; & 9= T.9:+ T1) yi — 93 /X VSRR IE

11. end for

12. else break;

13. endif

14. A3t D, MR IEJG K D, fENH R D;
15. T« T-8;/EHXAEEZ
16. while 7 > A
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4 WA

AR T I EIEAEFE U SR AN LS AR E S R TR SER AR AR AE RS0 64 AL Windows 10 1t
HHLESER, CPU 4 Intel(R) Core i7-10700H, CPU #5% 4y 2.9 GHz, W47 4 16.0 GB. % 4.1 i {4 Matlab
R2018b ZWAL, 5 4.2 F K28 1 Python 3.8 H1 PyTorch 2.2, 3%/ NVIDIA GeForce RTX 4090 GPU #1 24 GB
TAFIEAT .

4.1 FHEHIEE

e, R EEEROE SRR R 723 I LB BE AL 2 A SRS AR AR, 7RI ZREE TR N TR O B M LR 2 s 5
SR 5 I B4R J7 1R BN LG T A 0 S I RS LE M P R A B A FH et i R I R R AR I R U Y, AR
WA ERTIA R, A T #ORGE RiRR e, DL EPIRE S S IR
4.1.1 SIGHESE

1 HIH T SIS A IR 10 AN JE v [E] VA 200 48 P52 SO 10 B B R HE R bR 2 244 )3 — AL B X ) [—1, 1]

®1OHEREER

No. BRE AR FEA R FHIEHL
1 Concrete 1030 8
2 Treasury 1049 15
3 Music 1059 68
4 MG 1385 6
5 Airfoil 1503 5
6 Skill 3338 18
7 Parkinsons(y;) 5875 16
8 Parkinsons(y,) 5875 16
9 Cpusmall 8192 12
10 Condition 11934 16

R AT OIS R ) SEIG B T 4 AR EEF (NR=10%- 20%-. 30% Fl1 40%) Fll 4 Ffilg /5 43 A 3
B, RA A KB EA AR S e IR 515340 (U(=0.5, 0.5) F U(-0.8, 0.8)) =i #isr 7 (N(u=0,
o=1) f1 N(u=0, 6=0.8)). Hr&H:io4i (Lp(u=0, 6=0.5) Al Lp(u=0, c=0.8)) A= &40 4 (N(u=0.1, 6=0.3)+
N@=-0.1, 6=0.3) Fl N(u=0.2, 6=0.5)+N(u=—0.1, 6=0.5)).

%of L3 RegENNUY, CDFU'2, IPFY7, ATF?Y, MAP™. EIF?'RIBTHE PIC 803 IR0 3 v dbat
FE[AIH (GPR). BEHLARAR (RF) F1SZFF1A & BV (SVR). BEALE MR A 1z AL AE SR 9712 2% (mean square
error, MSE) K J&

] n
MSE=~ " [m(x)~yJ (18)

412 WERIEERS S

2 FH T AR LG R S BEE EAREVERE SRR E AR ZE. WK 2 PG4 R T LU H,
PIC Sk MR 22 S R HEAE 0T =, FLIA BB R B Bl B 0 80%. MM T /KT (¥ #f B, Wk 7 Lol ik, sk
WRZERRK. PIC TEAE Rl 75 LU ] LA S5 /N IARR 22 1 B3R AL BE AN K, Wi PIC 7R AN A e P /K~ B B R
e e .

F 3 FIH TR LU R S BALE 10 AN EEEAE FRFMiR 2. 3R 3 A B AT LA e, e L]
K, WAR 15 22 K. PIC FIMIAAR R 25 76 & MR AL B35 o B/, %of bl 3 AMBE AL At 22 ) L, SVR (AR 15 22 34
R, BB SVR BERLS BT i N T Am 25 e 7 F Skt 5 g UK.
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T2 AR LT B R 2

NR No. RegENN CDF IPF ATF MAP EIF PIC
1 0.039+0.005  0.049+0.012  0.033£0.009  0.050+£0.013  0.077+0.035  0.038£0.011  0.033+0.007
2 0.057+0.040  0.019+0.026  0.017+0.021  0.017+0.023  0.055+£0.045  0.016£0.022  0.013+0.018
3 0.128+0.005  0.145+£0.002  0.149+£0.004  0.182+£0.009  0.161£0.008  0.142+0.002  0.132+0.003
4 0.079£0.002  0.079+0.002  0.080+£0.003  0.111£0.009  0.086£0.005  0.081£0.001  0.074%0.001
10% 5 0.038+£0.006  0.044+0.010  0.035£0.006  0.050+£0.005  0.045+£0.007  0.040£0.007  0.028+0.004
6 0.106£0.007  0.109+0.005  0.109+£0.005  0.119£0.005  0.112+0.011  0.103£0.004  0.106+0.008
7 0.149+0.004  0.162+0.004  0.166£0.004  0.222£0.017  0.167+0.003  0.171£0.007  0.143%0.003
8 0.131+0.004  0.138+£0.006  0.153+£0.005  0.195£0.013  0.147+0.003  0.155+0.008  0.131%0.003
9 0.020+£0.009  0.010+0.009  0.009+0.008  0.011£0.010  0.025£0.017  0.009£0.008  0.007+0.005
10 0.029+0.016  0.012+0.010  0.009£0.007  0.014£0.010  0.024+0.018  0.009+0.007  0.009+0.005
1 0.043+£0.007  0.048+£0.012  0.038+£0.010  0.055£0.012  0.084+0.044  0.042£0.010  0.034=0.006
2 0.047+0.035  0.017+0.023  0.015£0.019  0.016£0.022  0.069+£0.062  0.018£0.024  0.015+0.020
3 0.129+0.006  0.133+0.003  0.162+£0.005  0.185£0.011  0.159+0.011  0.152+0.002  0.123+0.002
4 0.080£0.004  0.078+0.001  0.088+0.005  0.11320.010  0.103+£0.039  0.083+0.002  0.075+0.002
0% 5 0.037£0.007  0.043+0.009  0.036£0.006  0.054+0.005  0.049+£0.010  0.043£0.006  0.033:0.004
6 0.108£0.008  0.109+0.005  0.111£0.006  0.12120.004  0.113£0.013  0.109+0.004  0.106:0.008
7 0.15240.005  0.158+0.005  0.172£0.007  0.227+0.018  0.168+£0.005  0.171£0.006  0.150:£0.004
8 0.132£0.004  0.139+0.005  0.153£0.006  0.195+0.014  0.143£0.005  0.15440.007  0.130:0.003
9 0.018+0.009  0.010+0.008  0.010£0.008  0.010+0.009  0.024+0.016  0.009+0.008  0.007:£0.005
10 0.024£0.013  0.012+0.009  0.010£0.008  0.015+0.010  0.033£0.028  0.011£0.008  0.010£0.006
1 0.045£0.009  0.052+0.011  0.043£0.011  0.05620.013  0.084+0.038  0.040£0.009  0.032+0.006
2 0.047£0.039  0.015+0.020  0.018+0.021  0.018+0.024  0.080+0.085  0.017+0.023  0.010:0.013
3 0.13840.007  0.141+0.003  0.157£0.007  0.188+0.009  0.165£0.013  0.148+0.002  0.123+0.005
4 0.083£0.006  0.071+0.001  0.090+£0.006  0.113+0.009  0.107+0.035  0.085+0.002  0.079:0.003
0% 5 0.039£0.007  0.043+0.008  0.040+£0.006  0.056+0.005  0.056£0.016  0.047+0.005  0.032:+0.004
6 0.105£0.007  0.109+0.005  0.111£0.006  0.121£0.005  0.118+£0.017  0.107+0.004  0.102:0.009
7 0.150£0.005  0.155+0.005  0.175£0.007  0.227+0.019  0.171£0.009  0.171£0.007  0.146+0.004
8 0.133+0.005  0.142+0.006  0.157+0.007  0.191+0.012  0.149+0.008  0.157+0.007  0.132+0.004
9 0.018+0.010  0.009+0.008  0.010+£0.007  0.010£0.009  0.029+0.027  0.009:0.008  0.007+0.005
10 0.022£0.013  0.012+0.009  0.011£0.008  0.018+0.010  0.042+0.039  0.011£0.009  0.0110.006
1 0.046+0.009  0.051+0.011  0.050+0.011  0.062+0.013  0.092+0.038  0.046+0.009  0.038:0.006
2 0.042£0.039  0.016+0.020  0.019+£0.021  0.018+0.024  0.079+£0.085  0.016£0.023  0.016+0.013
3 0.138+0.007  0.137+0.003  0.154+0.007  0.180+0.009  0.169+0.013  0.153+0.002  0.129+0.005
4 0.081+0.006  0.083+0.001  0.088+0.006  0.117£0.009  0.110£0.035  0.082+0.002  0.076=0.003
20% 5 0.040£0.007  0.047+0.008  0.045£0.006  0.063£0.005  0.065£0.016  0.047+0.005  0.036+0.004
6 0.110£0.007  0.108+0.005  0.112+0.006  0.122+0.005  0.120£0.017  0.110+0.004  0.107:0.009
7 0.157+0.005  0.158+0.005  0.179+0.007  0.244+0.019  0.173+£0.009  0.171+0.007  0.152+0.004
8 0.136+0.005  0.140+0.006  0.159+0.007  0.200+0.012  0.153+0.008  0.163+0.007  0.130::0.004
9 0.018£0.010  0.009+0.008 0.011£0.007  0.010£0.009  0.033£0.027  0.009+0.008  0.009:£0.005
10 0.021£0.013  0.013+0.009  0.013+0.008  0.022+0.010  0.052+0.039  0.014+0.009  0.010::0.006
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MR AR IR R 22, i KRR RE B THE R 32 AL RE

K 3 SR T AN EELEA RIS B Rs A7 )L 72 C A 5% h, CDF M EIF KIS 4TI (7] 5, RegENN
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NR BT RegENN CDF IPF MAP ATF EIF PIC
GPR 0.073 0.070 0.072 0.085 0.090 0.070 0.065
10% RF 0.076 0.074 0.073 0.085 0.101 0.075 0.065
SVR 0.085 0.086 0.083 0.100 0.101 0.084 0.074
GPR 0.073 0.069 0.076 0.085 0.093 0.073 0.065
20% RF 0.075 0.072 0.077 0.090 0.103 0.077 0.066
SVR 0.083 0.083 0.086 0.108 0.102 0.087 0.074
GPR 0.074 0.070 0.078 0.086 0.093 0.074 0.065
30% RF 0.076 0.073 0.078 0.096 0.103 0.078 0.065
SVR 0.085 0.083 0.088 0.119 0.103 0.087 0.072
GPR 0.074 0.071 0.079 0.086 0.097 0.075 0.068
40% RF 0.077 0.074 0.080 0.099 0.108 0.080 0.067
SVR 0.085 0.083 0.090 0.130 0.106 0.088 0.076
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" GPR 7108 13.52 13.43 8.79 35.01 0.000 0.000
MAE>S CART 4992 18.01 14.48 13.89 22.85 0.000 0.005
NoF GPR 5851 15.83 14.74 9.63 39.15 0.000 0.000
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T EAR AR, SR T T E AU LU 7T 5L AR G, MPIIGaze BB AE 2 AN LR Al 1T 55 P w2 3 I3
BEZ— BEET M 15 BZREERA AW HE S AEFEFWEER 213659 RIE 7. &iE BRI ZAr 25 i A M
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TEFHER UL AL 15 .
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3D-dataset/), THEIALE 45000 7k G K HANLEARE. 296K PIC 5i0 8 BB B e HE ML ZR il 1 U775 L2CS-Net Y
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#* 6 MPIIGaze 4G R Z L

WiRES MR ZE (°)
CA-Net™™” 4.1
AGE-Net"™” 4.09
L2CS-Net™™ 3.92
PIC+L2CS-Net 3.84

ISR, PIC B3 m] LA RO U5 AR IE AR Ak TH AT oAt THHE £ b bR 28 A | AT 72 e i o B
BRIz AL RE

5 B %

2RI R P 2 M 75 e 08 SRS 7 ALk P50 2R e 25 M 75 R ) e A e e i B A v 22 55 17, 5 B Y
R ATE 701t S KA S ATRFAE. 10E — BUAR, ASCHRH — A ik KX AL IE (PIC) ik, A LIRSl iHE
s, #3E — R B d KB/ DX 18], 3 AL IE AR FRAE X TR] Py AR ORI P o 6. DL SR 75 I 60 T S 3040 S B R
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