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摘　要: 高维向量近似最近邻搜索 (approximate nearest neighbor search, ANNS)是向量数据库的基础和核心之一.

随着人工智能的发展, 向量数据库发挥了日益关键的作用, 获得了广泛的关注, 高效的 ANNS方法对向量数据库的

性能优化十分关键. 在几十年的发展中, ANNS 取得了一系列成果. 近些年随着该领域的快速发展, 涌现出来的新

方法和研究成果亟须系统性梳理. 首先介绍了 ANNS的基本概念; 其次在已有的综述框架的基础上, 根据向量数据

组织方式将当前的内容进一步归纳为基于图、层次、量化、哈希和混合数据组织这 5类, 并结合代表性和最新的

成果进行介绍; 然后从向量数据搜索优化方法的角度提出面向硬件加速、面向学习增强、面向距离比较操作、面

向磁盘内存混合场景、面向数据访问优化、面向分布式场景、面向混合查询和理论分析这 8 个方面的分类体系

对最近的搜索方法进行综述; 最后基于当前的研究成果和趋势, 展望未来的研究方向.
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Abstract:  High-dimensional  approximate  nearest  neighbor  search  (ANNS)  is  one  of  the  fundamental  and  core  components  of  vector

databases.  With  the  advancement  of  artificial  intelligence,  vector  databases  have  played  an  increasingly  critical  role  and  have  gained

widespread  attention.  ANNS  methods  are  essential  for  optimizing  the  performance  of  vector  databases.  Over  decades  of  development,

ANNS  has  achieved  a  series  of  milestones.  Rapid  advancements  in  this  field  in  recent  years  have  led  to  a  surge  of  novel  methods  and

findings,  necessitating  systematic  organization.  In  this  study,  the  basic  concepts  of  ANNS  are  first  introduced.  Next,  building  upon  existing

survey  frameworks,  current  approaches  are  further  categorized  into  five  groups  based  on  vector  data  organization  methods:  graph-based,

hierarchical,  quantization-based,  hashing-based,  and  hybrid  data  organization.  Representative  works  and  the  latest  research  advances  in  the

field  are  systematically  discussed.  Then,  from  the  perspective  of  vector  search  optimization  methods,  recent  advancements  are  reviewed  and

categorized  into  eight  types.  These  categories  include  hardware  acceleration  oriented,  learning  enhanced,  distance  comparison  operation

oriented,  disk-memory  hybrid  oriented,  data  access  optimization  oriented,  distributed  oriented,  hybrid  query  oriented,  and  theoretical

analysis. Finally, based on current research achievements and trends, potential future research directions are outlined.
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向量数据库 [1–4]是专门用于高效存储和检索高维向量数据的数据库系统. 随着机器学习、计算机视觉和自然

语言处理等领域的快速发展, 向量化表征已经成为图像、文本、用户行为等多模态数据的通用抽象表示方法. 随
着大语言模型的兴起, 向量数据库的应用场景日益扩展. 面对大语言模型 [5]存在的幻觉问题和时效性局限 [6], 检索

增强生成 (retrieval-augmented generation, RAG)技术 [7]通过向量搜索获取相关上下文作为模型输入, 有效提升了模

型性能, 在优化大模型推理性能的 KV cache中也发挥着重要作用 [8], 这使得向量数据库成为 AI基础设施的关键

组成部分. 向量数据库的核心任务是高效地进行向量相似性搜索, 即在给定查询向量的情况下, 快速找到与之相似

的向量. 由于维度灾难的问题 [9], 在高维向量上搜索难以返回准确的近邻点. 近似最近邻搜索 (approximate nearest
neighbor search, ANNS)旨在放宽对精确近邻的要求, 以提高搜索速度和效率.

在人工智能和大数据驱动的技术场景下, 向量检索面临着更大的挑战, 当前向量数据维度进一步攀高, 能达到

成百上千维, 向量数据规模也进一步增长, 攀升至 10亿级规模, 对于维度为 d的 N条向量采用暴力搜索的时间复

杂度为 O(Nd), 而且存储原始浮点向量所需的空间随着数据规模和维度的增加线性增加, 内存开销也随之增加. 计
算开销、存储成本开销和内存访问开销制约着向量搜索效率的提升, 向量数据库通过设计高效的索引结构和搜索

算法, 以支持快速的相似性搜索和高效的数据存储, 其主要从多个目标进行优化, 主要包括但不限于: (1) 降低数据

访问代价, 通过优化数据的访问方式来降低访问代价, 提升搜索性能; (2) 降低计算代价, 通过减少距离计算等来提

升搜索性能; (3) 降低内存开销, 通过量化编码等方式减少内存中的数据量; (4) 提升算法扩展性, 充分利用新硬件

和分布式提升处理能力等. 在设计算法时需综合考虑查询效率、精度、存储开销和硬件适配之间的权衡, 并与向

量数据库有机配合, 以实现高效的向量检索.
向量近似最近邻搜索是一个经典的问题, 已有几十年的历史, 学术界进行了广泛而深入的研究. 过去已有不少

优秀的综述对近似最近邻搜索方法进行了系统的总结和分析, 主要集中在基于图、树、哈希、量化等方法上 [10].
近些年来, 大批的新方法被相继提出, 包括设计新的图构建方法、量化方法等以及从如何利用硬件加速、面向分

布式环境的设计、如何优化距离比较操作等角度来进行优化, 已有的综述工作并没有对这些新工作进行充分反

映, 亟须对这些研究成果进行梳理. 文献 [10] 从基于树、哈希和图的方法上系统性的评估了各个算法的效果, 其
成文时间较早, 当前有更多的新的研究成果被提出来并展示了良好的效果. 文献 [11,12]对基于图的近似最近邻搜

索方法进行了的综述, 没有涉及近些年提出的其他的优化方法, 文献 [13,14]对基于哈希的近似最近邻搜索方法进

行了系统的总结, 其主要介绍了多种哈希函数和索引结构. 其成文时间较早, 后续有更多新的工作提出. 文献 [15]
则对基于乘积量化的近似最近邻搜索方法进行了深入的分析, 探讨了量化技术在高维向量搜索中的应用, 成文时

间同样较早, 当前有更多的量化方法被提出, 尤其将量化和其他形式索引结合的方式取得了很好的效果, 需要进一

步的总结, 文献 [4] 是从向量数据库系统的角度进行了综述, 其总结的算法主要是针对向量数据库系统实现的相

关方法. 文献 [16] 核心展示了对 ANNS 算法进行性能评测的工具. 这些综述为研究人员提供了宝贵的参考和指

导, 更好地理解和应用近似最近邻搜索方法.
近年来涌现出一批新的创新性研究成果, 一方面, 在向量数据索引组织方面一些新的优化策略被提出, 如更多

基于图的优化方案, 同时研究不再局限于单一的组织方式, 而是研究多种组织方式的协作, 如结合图和量化的方法

对索引结构进行优化以提升搜索性能, 这要求我们针对索引组织方法进行更系统的总结分类. 另一方面很多方法

不再局限于索引组织方式的优化, 而是扩展到更多的技术路径, 面向更多的场景, 采用更多的技术手段来对向量搜

索进行优化, 如利用硬件加速进行优化, 利用学习方法来增强索引能力、面向分布式场景等, 这些方法不同于以往

的分类框架, 需要新的总结分类, 进行综述梳理.
本文的主要目的是对最新的近似最近邻搜索方法研究成果进行全面的综述, 根据以往的综述将近似最近邻搜

索分为基于图、基于树、基于哈希和基于量化的方法, 本文在已有的基础上将向量数据组织方法分为 5类: 基于

图的索引组织方法、基于层次的索引组织方法、基于哈希的索引组织方法、基于量化的索引组织方法和混合索

引组织方法. 我们结合相关成果对每种方法进行介绍和分析. 在此基础上, 我们进一步地总结最新的向量搜索优化
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方法成果, 我们将其分为面向硬件加速的方法、面向学习增强的方法、面向距离比较操作的方法、面向磁盘内存

混合的方法、面向数据访问优化的方法、面向分布式的方法、面向混合搜索的优化方法以及理论分析研究.
本文介绍了向量近似最近邻的背景和基本概念, 包括近似最近邻搜索的定义、数据类型和相似度函数; 根据

向量数据索引组织方式并结合最新的工作来介绍不同的向量搜索方案; 进一步总结最新的向量搜索优化方法成果;
基于当前近似最近邻搜索的研究, 展望未来的发展方向.

 1   向量近似最近邻搜索的基本概念

本节主要介绍向量近似最近邻搜索的基本概念, 主要从 3个方面进行: 问题定义、数据类型和相似度度量方法.

 1.1   问题定义

向量 K近邻搜索是在给定向量集合中, 根据特定的相似度度量标准, 获取与查询向量最相似的 k个向量的过

程, 其具体的问题定义如下.
p ∈ Rd q ∈ Rd

δ(p,q) K ⊂ P |K| = k ∀p′ ∈ P\K
δ(p′,q) ⩾maxp∈Kδ(p,q)

定义 1 (K 近邻搜索). 给定一个数据集 P, 其中的每个点   为 d维实数向量, 查询点   为同维向量, 定
义距离函数   衡量两个点之间的距离, 从数据集 P中找出一个子集  , 满足  , 并且  , 有

.
由于维度灾难问题 [9], 寻找 K近邻十分困难, 采用近似最近邻搜索的方式以放宽对结果的要求, 从而提高搜索

效率.
(ε,k) ε > 0 q r∗i q

ri ∈ P ri δ(ri,q) ⩽ (1+ε)δ(r∗i ,q)

定义 2 (  -近似最近邻搜索). 给定  , 给定数据集 P和查询点  , 让   是数据集 P中距离查询   第 i近
的点, 从数据集 P中返回 k个点  , 对每个点   满足  .

ε在实践中向量数据库进行搜索时, 并不要求满足   的要求, 而是利用召回率来衡量检索结果的准确度 [17], 其定

义如下: 

Recall(Ro) =
|Ro∩Rk |
|Rk |

,

| · | Ro Rk k其中,   表示集合中元素的数量,   表示搜索结果,   表示最近的   个邻居节点 (ground truth). 同时, 通过 Recall-
QPS曲线来衡量不同方法的搜索性能, 不同方法之间比较相同召回率下 QPS (query per second)的高低, 或者比较

同样的 QPS下召回率的高低.

 1.2   数据类型

依据不同的检索模型以及应用场景, 会产生不同种类的向量类型, 主要包括稠密向量、稀疏向量以及二值向

量, 向量数据库支持多种数据类型以适应不同的检索需求, 表 1总结了主要数据类型的特征与应用场景.
  

表 1　不同的数据类型比较
 

数据类型 特征 来源 典型应用 优点 缺点

稠密向量 连续浮点数, 高维
768维 BERT[18]、
1 536维OpenAI[19]

自然语言处理[20]、
推荐系统

语义表达能力强 , 捕
捉细微差别

空间占用大

稀疏向量 高维但大部分为0 词 袋 模 型 [21]、
SPLADE[22] 文本检索

可解释性好 , 存储效
率高

语义表达相对较弱

二值向量 每维度0或1 图片哈希[23] 跨模态检索[24] 计算快速 , 极省空间
(1 bit/维) 信息损失大, 召回率低

属性数据
关键词、标量等结构
化数据[1]

对目标的结构化
数据描述等

混合查询、精细
化检索

补充向量表达 , 提高
检索精度

需要额外维护

 

(1) 稠密向量通过连续的浮点数表示, 能够编码丰富的语义信息, 在深度学习模型中广泛应用, 但高维度和浮

点表示导致存储开销较大. (2) 稀疏向量虽然维度可达上万, 但通过仅存储非零值实现高效存储, 它具有良好的可

解释性, 常见于词袋模型, 基于神经网络的 SPLADE模型 [22]结合了传统的稀疏检索 (BM25[25])以及稠密检索的优

点, 保持可解释性的同时增强了语义表示. (3) 二值向量的每个维度是一个比特位, 取值 0或 1, 来源于神经网络的
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二值化编码等, 在牺牲一定精度的情况下获得了极高的存储和计算效率, 通过异或和 popcnt指令可以实现硬件级

别的加速, 特别适合大规模快速检索场景, 为了弥补信息损失, 通常采用更高的维度来保持足够的区分度. (4) 属性

数据作为向量的补充, 提供了额外的结构化信息维度. 在实际检索中, 通过属性过滤与向量相似度的联合查询, 可
以实现更精准的检索需求, 弥补单一向量表达在某些特定维度上的不足.

 1.3   相似度度量

相似度函数被用于衡量两个向量之间的相似程度. 不同的相似度函数适用于不同的数据类型和应用场景, 下
面开始介绍向量数据库中使用的基本相似度函数, 表 2是对相关内容总览, 更多的函数可以参考文献 [26].
  

表 2　不同的相似度比较
 

相似度量函数 值域 常用数据类型 复杂度 优点 缺点

欧氏距离 [0,+∞) 稠密向量 O(d) 几何意义直观 计算效率低

余弦相似度 [−1,+1] 稠密向量 O(d) 关注向量方向 异常值不敏感

内积 (−∞,+∞) 稠密、稀疏向量 O(d) 计算速度高 不是度量空间

汉明距离 [0,d] 二值向量 O(d/64) 位运算高效 信息损失大

Jaccard相似度 [0,1] 稀疏向量 O(m+n) 可解释性强 计算速度慢
 

(1) 欧氏距离

p q

欧氏距离是最常用的相似度函数之一, 定义为两个向量之间的平方差之和的平方根, 在实际中一般用平方欧

氏距离来避免开方运算. 对于两个向量   和  , 其平方欧氏距离计算公式如下:
 

δ(p,q) =
d∑
i

(pi−qi)2,

其几何意义明确, 具有平移不变性, 广泛用于向量之间的相似性度量.

(2) 余弦相似度

余弦相似度是计算两个归一化后的向量的内积, 其代表两个向量之间的角度, 它对向量的幅度不敏感, 其计算

公式如下:
 

sim(p,q) =
pq
∥p∥∥q∥ ,

δ(p,q) = 2 · (1− sim(p,q))其在文本向量中应用广泛. 其与欧氏距离可通过归一化之后进行转换, 公式如下:  .

(3) 内积

δ(p,q) = p ·q内积是向量空间中最基本的相似度函数, 其计算公式为  . 其几何意义为两个向量之间的夹角余弦

值与其模长的乘积, 其不满足度量空间要求.

(4) 汉明距离

p q汉明距离是用于计算两个二进制向量之间的相似度函数, 对于两个二值向量   和   其计算公式为:
 

H(p,q) =
d∑

i=1

pi⊕qi,

⊕其中,   表示异或操作. 其几何意义为两个向量之间的值不同维度的个数. 其可以通过异或和 popcnt实现两个向量

之际相似度的快速计算.

(5) Jaccard相似度

p qJaccard相似度是用于计算两个集合之间的相似度函数, 对于两个集合   和  , 其计算公式为:
 

J(p,q) =
|p∩q|
|p∪q| ,

其几何意义为两个集合之间的交集与并集的比值. 其可以通过集合的交集和并集实现两个向量之间的相似度计
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算. 在实际中其用 minhashing[27]中来加快计算速度实现对文档的重复度计算等.

 2   向量数据索引组织方法

为了实现高效的近似最近邻搜索, 研究工作主要聚焦于通过设计索引对高维向量数据进行组织, 以空间换时

间为原则, 将无序的向量数据 系统性、结构化地组织成高效的索引以提升搜索性能. 面对低延迟高精度的近似最

近邻搜索的需求以及维度灾难带来的挑战, 需要对高维向量的内在结构和分布规律进行深度的挖掘, 优化索引组

织以提升性能

向量索引组织的经典范式一般将高维向量索引的组织分为树、图、哈希、量化、倒排等方法, 如在文献 [4]
中将索引组织分为 3 种类型: 基于表格, 包含哈希、量化等, 基于树以及基于图的方法, 在文献 [9] 中分别从图、

哈希和树这 3个分类上进行描述, 本节在向量数据索引组织的经典分类范式的基础上结合经典的研究工作和最新

的研究成果来展示内在的设计原理和优化思路. 本文在已有研究工作和综述分类的基础上, 进一步地将组织方法

分为 5大类: 基于图的数据组织方法、基于层次的数据组织方法、基于哈希的数组组织方法、基于量化的数据组

织方法和混合数据组织方法, 并在这一分类的基础上进一步详细介绍各个方法, 表 3是对所有组织方法的总览对

比展示.
  

表 3　向量数据索引组织方法总览
 

数组组织方法 关键方案
代表性方法

举例
原始数据
存储

维护
难度

构建
速度

数据访问
方式

内存
占用

磁盘
支持

基于图的数据组织
多层图 HNSW[28]

是 高 慢 随机 高 否

单层图 NSG[17]
是 高 慢 随机 高 否

基于层次的数据组织
倒排结构 IVF[29] 是 低 快 顺序 中 否

基于树的结构 k-d tree[30] 是 低 中 顺序 中 否

基于哈希的数据组织
局部敏感哈希 QALSH[31]

是 中 快 混合 低 是

学习 (二进制) 哈希 GPH[32]
是 中 快 顺序 低 否

基于量化的数据组织
乘积量化 PQ[33]

否 低 快 顺序 低 否

标量量化 RaBitQ[34]
否 低 快 顺序 低 否

混合数据组织

图+量化
OG-LVQ[35]

否 高 中 随机 低 否

DiskANN[36]
是 高 中 随机 低 是

图+树 SPTAG[37]
是 高 慢 随机 高 否

图+哈希 LSH-APG[38]
是 高 中 随机 高 否

倒排+量化 IVFPQ[39]
否 低 快 顺序 低 否

哈希+树 SRS[40] 是 中 快 混合 低 是
 

表 3主要从 6个角度进行总体对比, 并包含其关键方案和代表方法举例, 并结合代表性方法对关键因素进行

分析. 当向量数据库中的数据被更改时, 需要维护的索引进行对应的更新, 维护的难易程度是一个需要考虑的关键

因素. 当增量索引维护出现性能退化时, 往往需要执行索引重建. 在大规模向量数据场景下, 索引构建速度成为不

可忽视的关键因素. 许多的向量索引是基于内存的索引, 当针对的是大规模数据构建索引是会占据大量的内存资

源, 索引的内存占用开销就是一个关键的因素. 一些索引组织方法仅存储量化后的数据而并非原始数据, 一方面这

种做法可以减少空间消耗, 另一方面也会影响搜索精度, 考虑索引是否存储原始数据对分析其空间占用和搜索性

能十分重要. 面向大规模数据和内存资源受限场景, 索引是否支持磁盘是一个十分重要的衡量因素. 磁盘的随机访

问性能往往低于顺序访问性能, 同样内存的顺序访问因为能够有效地利用缓存预取而能获得相较于随机访问更快

的速度, 分析不同方法的数据访问方式有助于评价并优化索引.

 2.1   基于图的数据组织方法

基于图的方法在高维向量近似最近邻搜索中取得了优异的性能 [28]. 其主要思想是将数据点视为图中的节点,
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通过边连接相似的数据点, 从而形成一个图结构. 通过图的遍历和搜索, 可以快速找到与查询点相似的数据点. 图
的基本搜索策略是基于 best-first-search[11]的贪心搜索策略, 如算法 1所描述, 在搜索中通过维护一个队列实现在

图上的搜索, 在 HNSW[28]的实现中使用两个队列, 此处一个队列参考了在 NSG[17]图中的实现, 其搜索方式等价. 通
过不断地检查搜索队列中点的邻居节点, 来更新搜索队列, 实现在图上的遍历操作, 通过控制队列的大小可以控制

在图上进行遍历的程度, 搜索终止之后会将队列中的前 k个结果返回作为最终的结果.

算法 1. 贪心搜索算法 (best-first-search).

输入: 图 G=(V, E), 查询点 q, 返回近邻数量 k, 搜索队列 Q, 搜索队列大小 W, 初始点 ep;
输出: 查询 q的 k个近似最近邻.

1.   用 ep初始化 Q, 初始化访问标记 V
2.   while 当 Q中有邻居没有被检查的点时 do
3.   　　x = Q中离 q最近同时邻居节点还没有被检查的点;
4.   　　标记 x的邻居被检查;
5.   　　for x的每个邻居 y do
6.   　　　if (y 在 V中) continue;
7.   　　　计算 y和 q的距离, 更新 Q, 保留最近的 W个点;
8.   　　　在 V中标记 y被访问;
9.   　　end for
10. end while
11. 返回 Q中距离查询最近的 k个点作为搜索结果

 2.1.1    构建策略

HNSW算法 [28]是基于图的索引组织方法中的一种, 被广泛应用于各大数据库 (以支持近似最近邻搜索), 它通

过构建多层次的图结构来加速搜索过程. HNSW利用了导航小世界图的思想, 在 NSW基础上将其扩展为具有多

层导航结构的图, 每一层都是一个图结构, 底层图包含所有数据点, 而上层图则是对底层图的摘要表示, HNSW取

得了相较于 NSW[41]以及 KNN图 [42]更快的搜索速度.
HNSW 采用增量式的构建方法, 将点逐个地插入到图中. 每个点在插入时会随机选择一个层数, 从此层开始

逐层插入该点直至最底层. 在每一层中通过贪婪搜索算法搜索到相似的 m个点, 作为当前点的候选邻居节点, 然
后根据选点策略选择若干点作为当前点的邻居节点, 具体策略为从距离要插入的点最近的候选点开始检查, 当且

仅当候选点与任何已经成为邻居节点的对象的距离比与要插入对象的距离更近时, 才将该候选点作为邻居节点,
如图 1所示, P2 是 P1 的邻居节点, 但是 P3 距离 P2 更近, 因此 P3 不能成为 P1 的邻居节点. HNSW的搜索方法是

逐层进行搜索, 从最高层开始, 每层通过贪婪搜索定位到下一层的入口点 (搜索获得的最近的邻居), 搜索最底层

时, 将队列大小设置为 ef, 执行贪心搜索策略, 返回找到的最近的 k个点作为搜索结果, 通过设置不同 ef参数值可

以平衡效率和精度.
  

P3

P4

P1

P2 
P2

P3

P1

P2

P4

3τ

(a) MRNG (b) τ-MG

′

图 1　MRNG[17]和 τ-MG[43]邻居节点构建策略
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HNSW的设计理念为后续图方法研究和改进提供了重要启示. FANNG[44]是和 HNSW同期提出来的图构建算

法, 除了和 HNSW相同的邻居构建策略外, 还进一步引入了阈值  , 来选择更多的候选邻居节点. NSG图是一个单

层图结构, 其形式化地描述了单调搜索网络 [17], 并依此提出了MRNG (monotonic relative neighborhood graph), 在
构建图的过程中其邻居节点选择策略和 HNSW一致. SSG[45]在 NSG的基础上进一步改进, 使每个节点的邻居节

点在不同的方向上尽可能均匀地分布. HSSG[46]进一步地提出了多层结构来加快搜索速度. DPG[10]在 KNN图的基

础上在节点选择过程中引入邻居节点之间角度信息以使节点更分散, 来提升搜索性能. 针对 NSG等图的构建策略

会导致搜索路径太长的问题, Vamana 图 [36]提出在构建阶段引入了一个参数   来调节裁边选点的力度的 α-RNG
规则, 将所有的候选邻居节点按照与将要建立邻居的点   的距离 升序排列, 如果对于当前准备要与   建立邻居的

 如果满足  , 则不作为邻居, 其中   为已经建立的邻居节点. Vamana采用两阶段迭代的图构

建策略: 首先生成随机图结构, 随后对每个节点执行贪婪搜索以确定潜在邻居集合, 并通过鲁棒剪枝 (RobustPrune)
筛选出满足距离约束   的邻居. 具体而言, 剪枝过程会保留对搜索方向贡献最大的邻居, 同时剔除冗余连接, 从而

降低图直径并减少搜索时的跳数. τ-MG指出 [43], MRNG的方法都基于查询点   是数据集中的一点的假设来设计,
但是实际中往往并非如此, 对于查询点不存在于数据集中的情况, 在MRNG图中搜索会出现无法发现最近邻点的

情况, 基于此观察提出了 τ-MG 的选点策略, 使查询   和近邻点   满足   的情况下依然能够搜索最近邻,
图 1基于文献 [43]的描述进一步调整优化, 展示了这两个方法的选点策略, 可以看到, τ-MG降低了某个点成为邻

居节点的要求. HNSW通过将数据点不断插入中图中最终完成索引构建的增量的方式可以支持动态数据的插入,
避免面对增量数据时进行索引的全局重建. 而 NSG等方法主要针对的是静态数据集, 其在完整的数据集上完成最

终的图的构建, 其依赖于先构建一个基础的近邻图, 然后在此图上针对每个节点运行贪心搜索策略来确定候选集,
并利用相应的选边策略来确定最终的邻居节点, 如 NSG依赖于先构建一个近似 K近邻图 (KNN graph), 而 τ-MG
依赖于先构建一个 NSG或者 HNSW图.

在 DEEP、SIFT、MSONG、GIST、CRAWL、GLOVE这 6个经典数据集的对比上, 根据文献 [43]在相同召

回率下, τ-MG可以取得比 NSG更好的搜索性能, 而 NSG取得了优于 HNSW的搜索性能, 表 4展示了这 6个数据

集的统计信息.
 
 

表 4　6个主要数据集的统计信息
 

数据集 维度 数据量 查询数量 类型

DEEP 256 1 000 000 200 图片

SIFT 128 1 000 000 10 000 图片

MSONG 420 990 000 200 音频

GIST 960 1 000 000 1 000 图片

CRAWL 300 1 980 000 10 000 文本

GLOVE 100 1 180 000 10 000 文本

 

此外, HCNNG[47]基于分治的思想来构建图, 其将数据集递归的依据每次随机地选择两个数据点进行二分类直

到每个子集中的数据点个数小于预定义的数量 N则停止划分, 然后分别针对每个子集分别构建最小生成树, 最后

将每个子集进行合并. 这个递归划分并合并的过程会进行多次, 最后将这多次形成的图进行合并以形成最终结

果. HCNNG不依赖于贪心搜索策略来获取候选集, 而是依赖于将数据集划分维多个子集, 同时其连边策略依赖于

在这些子集中构建最小生成树. 实验展示其在 GIST、SIFT 等经典数据集上取得了优于 HNSW 的搜索性能.
RoarGraph[48]研究跨模态的近似最近邻查询. 由于不同模态的数据通过嵌入生成的向量属于不同分布, 使得查询向

量相较于数据集中的向量出现分布外 (out-of-distribution)的情况. 针对这类问题, RoarGraph提出了一种查询导向

的图索引方法, 通过二分图来建模维护跨模态数据间的距离度量.
 2.1.2    更新策略

传统基于图的近似最近邻索引 (如 HNSW、NSG等)虽然在静态数据集上表现出色, 但是其静态特性无法应
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对实时数据更新场景, 导致工业界依赖定期全量重建索引 [49]的高成本方案. 现有动态索引方案存在内存消耗大、

查询延迟高等缺陷, 而量化方法 [15]虽然降低了内存需求却牺牲了召回精度. 针对这一挑战, FreshDiskANN[49]通过

设计更新图的算法与分层存储架构, 在单机上实现 10亿级数据集的毫秒级实时更新与搜索, 同时保持 95%以上

的召回率.
FreshDiskANN[49]是面向流式相似性搜索的实时图索引系统, 支持动态更新. FreshDiskANN的核心创新包含

3部分. 首先, 提出了首个支持增删操作的图索引算法 FreshVamana, 通过 α-RNG邻域剪枝规则 [36]维持图结构的

搜索性能. 该算法采用两阶段更新策略: 插入时基于贪婪搜索定位新节点的拓扑位置, 采用鲁棒剪枝保留满足 α-RNG
规则的最优邻接边; 删除时延迟处理失效节点, 通过合并邻域路径避免图稀疏化, 配合周期性批量剪枝消除冗余

边. 其次, 设计了分层存储架构, 将长期数据存储在 SSD构建的长期索引 (long-term index, LTI)中, 而内存中的临

时索引 (TempIndex)负责聚合实时更新. LTI采用乘积量化压缩数据以降低空间占用, 而 TempIndex保留原始精

度向量确保更新质量. 最后, 提出了流式合并算法 StreamingMerge, 通过删除阶段块扫描、插入阶段双路搜索、修

补阶段批量剪枝的 3步策略, 将增量更新以线性时间复杂度合并至 LTI. 该算法仅需两次全量扫描即可完成索引

更新, 相比于全量重建节省 90%计算资源, 同时通过距离近似计算减少 SSD随机访问. 实验结果表明, FreshDiskANN
在 10亿级规模数据集上可实现 1 800次/s的稳态更新吞吐, 搜索延迟稳定在 20 ms内且召回率超过 95%. 相比于

现有方案, 其硬件成本降低到 1/5–1/10, 为流式相似性搜索提供了首个可扩展的工业级解决方案.

 2.2   基于层次的数据组织方法

 2.2.1    基于树的方法

基于树的索引方法是经典的索引组织方法, 其被广泛用于索引的设计, 但是由于维度灾难的问题, 在对高维向

量进行索引时难以取得较好的效果. 基于树的方法的核心思路是将向量数据集合递归地划分为若干个子集, 从而

形成层次化的树状组织结构.
k-d tree[30]是经典的多维数据索引结构, 它选择超平面作为划分数据的依据. k-d tree是一棵二叉树, 每个节点

对应一个 k维向量数据点. 每个非叶节点同时对应一个超平面, 该超平面将空间划分成两个半空间, 分别交由其左

右子节点处理. k-d tree在非叶节点中考察方差最大的维度, 对于某一个非叶节点, 选择当前空间内在考察维度上

取值最接近平均值或者中位数的向量数据点所在的与考察维度的方向向量垂直的超平面以进一步划分空间. k-d
tree 的搜索过程是一个递归过程, 从根节点开始, 根据查询点 q在当前节点考察的维度上的取值与当前节点对应

的向量数据点的取值的大小关系判断下一步向左子树或右子树前进, 直到到达叶节点, 将其标记为当前的最近点

并回溯, 对于每个回溯到的节点, 首先检查其本身与查询点 q的距离是否较当前最近点更近, 再计算查询点 q与当

前节点的分隔超平面的距离, 如果该距离小于当前的最近距离, 则说明在超平面另一侧的空间内可能存在距离查

询点 q更近的节点, 需要递归搜索另一棵子树.
除了 k-d tree之外, 还有很多经典的基于树的方法. Randomized k-d tree[50]与传统的 k-d tree相比, 在划分维度

的选取上有所不同. 传统的 k-d tree在每个非叶节点中选择当前空间内数据方差最大的方向, 而 randomized k-d tree
只从所有数据方差最大的 D个方向中随机选取其一. R-tree[51]使用最小边界矩形组织数据, PCA tree[52]与 PKD
tree[50]根据主成分分析确定划分超平面, Random Projection tree[53,54]不使用复杂度较高的主成分分析方法, 通过随

机投影的方法确定划分超平面. 而M-tree[55] (通过中心点与覆盖半径构建嵌套超球体结构)和 VP-tree[56] (对每个

节点选择单一观测点, 根据数据与参考点的距离将数据划分为两个区域)等方法则是基于距离度量而非坐标来组

织数据. K-means tree[57]和 Hierarchical K-means tree[58], 基于 K-means 聚类算法将数据划分为 K个簇, 并在簇内递

归划分直到满足终止条件 (如树的深度、簇内数据数量等). ANNOY[59]是一个基于树的方案, 其不同版本中维护

了 Random Projection trees森林与 Hierarchical K-means trees森林. FLANN[60]是一个包含一系列近似最近邻搜索

方法的库, 它可以根据不同数据集考虑索引构建、搜索耗时以及内存占用的消耗, 从不同的包括 Hierarchical K-
means tree与 Randomized k-d trees森林以及线性扫描等算法中选择效果最好的方法. LRUS-CoverTree[61]设计了一

种树状索引, 并根据其性质设计了分支限界算法以支持近似的最大内积查询.
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 2.2.2    基于倒排的方法

(1) 构建策略

倒排文件索引 (inverted file index) 通过聚类缩减了搜索范围以提升搜索速度, 图 2 展示了一个基本的结

构. 高维空间被划分成 Voronoi图 [62], 向量数据点根据聚类算法被划分为若干簇 (Voronoi单元), 每个簇被一个质

心代表, 索引会记录质心以及其代表的簇中包含的向量数据点的信息. 对于一个查询点 q, 首先计算得到所有质心

中与 q距离最近的质心, 再在该质心对应的簇中通过线性扫描簇中的向量数据点以得到该簇中离 q最近的 (若
干)数据点作为搜索结果受边际效应的影响, 当查询点距离簇分界线较为近时, 搜索可能无法得到正确的结果. 可
以通过搜索多个簇以提升搜索结果的召回率, 但由于遍历了更多数据, 搜索的速度会减慢. 算法库 Faiss (Facebook
AI similarity search)[29]与向量数据库Milvus[63]实现了 IVF_FLAT (FLAT代表簇中记录的是未被压缩或量化的原始

数据)索引.
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倒排列表C2

图 2　IVF结构图
 

一些新的工作进一步优化倒排方法, Tribase[64]细粒度地划分了聚类并根据子聚类的不同特征选择不同的搜索

方法, 并结合了距离与角度的三角不等式以提升剪枝效果. SC[65]用子空间碰撞度量 SC-score来近似欧氏距离, 给
出了误差的理论分析, 并进一步为搜索框架 SC设计了 Suco, 一种基于聚类的轻量化索引与搜索策略.

稀疏向量由于其良好的可解释性, 在信息检索中发挥了越来越重要的作用, 基于倒排的方法来索引稀疏向量

取得了很好的效果. 文献 [66]提出基于倒排的索引方法 SEISMIC取得了比基于图的方法更高的搜索效率. 论文中

指出稀疏向量的 L1范数主要由少部分的高权重坐标贡献, 两个向量的内积也可以由少部分的坐标有效地近似, 基
于这一发现, 其在构建倒排索引时对每个倒排列表中的数据按照权重进行排序, 进行静态减枝, 减少检索时需要评

估的数据数量, 并通过 K-means聚类将倒排列表进行分块, 构建摘要向量来在搜索时用于整体跳过整个子块来提

高搜索速度. 实验显示其拥有较低构建时间和占用较小存储空间, 在保持较高召回率的同时具有更快的检索速度.
(2) 更新策略

SPFresh[67]是一个支持 10亿级向量搜索和更新的系统, 其核心是轻量级增量再平衡协议 LIRE. 该研究针对高

维向量索引更新存在的全局重建成本高、查询性能波动剧烈等问题, 创新地将传统索引的全局重建过程解耦为局

部动态调整机制. SPFresh基于平衡聚类索引框架 SPANN构建基本索引结构, 通过维护向量分区的最近邻分配属

性 (neighbor posting assignment, NPA), 在数据分布发生偏移时仅需对边界区域的少量向量进行再分配. LIRE协议

包含分裂、合并、重新分配这 3类核心操作, 图 3是这 3类操作的示意图, 当分区向量数超过阈值时, 通过多约束

平衡聚类算法将其拆分为两个新分区, 并基于必要条件检查触发相邻分区的向量再分配; 对于过小分区则采用最

近邻合并策略, 删除冗余质心后重新校准向量归属. 与传统全局重建方法相比, LIRE通过限定影响范围 (仅检查分

裂质心最近的 64个邻居分区)和版本控制机制 (维护向量复制版本号), 将再平衡操作的计算复杂度从 O(N)降至

O(1) , 有效地解决了数据持续更新导致的分区失衡和查询准确率衰减问题.
SPFresh在更新方面进行了系统架构的设计: 更新器采用尾部追加策略将新向量写入最近邻分区, 并维护版本

映射表记录逻辑删除; 本地重建器通过多线程并发执行分区分裂、合并及再分配操作, 采用细粒度分区锁保证原

子性. 在存储层设计了用户态块控制器, 绕过传统文件系统直接管理 NVMe SSD块, 通过预分配空闲块池和批量

异步 I/O请求队列实现高吞吐量访问. 为实现崩溃恢复机制, 系统结合周期性快照与预写日志机制, 利用快照及写
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时复制技术实现秒级数据回滚. 实验结果表明, 在处理 10亿级 SIFT数据集时, SPFresh在 15核单 NVMe SSD环

境下同时支撑 4K QPS 搜索吞吐和 2K QPS 更新吞吐. 相较于仅支持追加更新的 SPANN+, 其查询准确率提升超

过 15个百分点且尾部延迟稳定在 4 ms左右, 验证了动态再平衡机制对索引质量的持续维护能力.
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图 3　SPFresh的基本更新操作 [67]

 

 2.3   基于哈希的数据组织方法

基于哈希的方法是一种高效的索引组织方法, 它将数据点映射到一个低维空间中或者由一系列比特组成的二

进制编码中成为哈希码, 从而可以通过哈希值来快速定位数据点. 基于哈希的索引组织方法主要分为两类: 局部敏

感哈希 (locality sensitive hashing, LSH)和学习型哈希 (learning to hash). LSH通过随机投影等方式将相似的数据点

映射到相同的桶中来实现近似最近邻搜索, 其一般是与数据无关的. 学习型哈希则是将数据点映射到一个二进制

编码中, 从而可以通过汉明距离来计算相似度, 其考虑了数据分布的特点, 本文依据其哈希后的结果是二进制形式

而称学习型哈希为二进制哈希. 关于哈希的相关工作在综述 [13,14,68]中有详细的介绍, 在此我们从局部敏感哈希和

学习型哈希两个方面进行简要介绍, 主要介绍在利用哈希函数对数据进行哈希之后如何进行组织检索, 更多更详

细的介绍可以参考相关的综述.

 2.3.1    局部敏感哈希

局部敏感哈希在文献 [9]中被首次提出, 此后一系列以此为基础的研究工作取得更好的搜索性能. 在 LSH中,
(r1, r2, p1, p2)-敏感哈希函数是其中的关键, 要找到一个哈希函数族满足如下的性质.

H r1 < r2 p1 > p2

x y

定义 3 (局部敏感哈希函数)[69]. 一个哈希函数族   被称为 (r1, r2, p1, p2)-敏感 (其中,  ,  ), 如果对于

任意两个数据点   和  , 满足以下条件.

d(x,y) ⩽ r1 r1 p1如果   (即两点距离不超过  ), 则它们被哈希到同一桶的概率至少为  : 

Pr
h∈H

[h(x) = h(y)] ⩾ p1.

d(x,y) ⩾ r2 r2 p2如果   (即两点距离至少为  ), 则它们被哈希到同一桶的概率最多为  : 

Pr
h∈H

[h(x) = h(y)] ⩽ p2.

一个经典的方法是基于 p-stable分布来设计 LSH函数族. 其定义如下.

D p ⩾ 0 v1,v2, . . . ,vn

X1,X2, . . . ,Xn ∼ D
n∑

i=1

viXi n∑
i=1

|vi|p
1/p ·X X ∼ D

定义 4 (p-stable 分布)[69]. 一个分布   被称为 p-stable (其中  ), 如果对于任意 n个实数   以及独

立同分布 (independent and identically distributed, i.i.d.)的随机变量  , 随机变量   的分布等同

于  , 其中  .
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高斯分布是一个 p-stable分布, 文献 [69]中提出利用高斯分布设计随机投影向量, 将高维数据映射到低维空

间中, 实现欧氏空间的 LSH函数的设计, 后续有一系列工作提出更多的优化方案, 如经典的 QALSH方案 [31].
QALSH的目标是解决哈希桶划分的问题 [31], 此前的工作如 C2LSH[70]中, 需要预先划分哈希桶, 这种方式可能

导致距离查询较近的数据点被划分到不同的桶中, 影响搜索效率. QALSH提出以查询对象为锚点, 根据到查询点

的距离信息来划分哈希桶, 图 4 展示了两种划分策略的区别, QALSH 可以更加高效而灵活地划分数据. QALSH
进一步提出了虚拟重哈希 (virtual rehashing)技术, 来动态地设置哈希桶的范围, 避免重建哈希表. 具体来说, QALSH
是将数据点通过多个哈希函数映射为多个一维数据点并存储于若干 B+树中, 然后在 B+树的叶子节点中进行线性

搜索来扫描更多的哈希桶来找到近似最近邻点, 当检查的点的数量超过预设值时停止搜索.
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图 4　C2LSH[69]和 QALSH[70]投影示例图
 

此外, SOSIA[71]研究利用哈希来加速稀疏向量的近似最大内积搜索问题. SOSIA首先将稀疏向量数据转化为

二进制向量并视为集合, 随后通过多个不同的局部敏感哈希函数将其映射到哈希桶中. 对于查询向量, 首先将其转

化为二进制向量, 再根据 Jaccard 距离进行搜索. FARGO[72]通过设计一种全局多次探测 (global multi-probing,
GMP)策略, 利用内积的性质筛选高质量的候选项, 通过将点随机映射到两个不同方向的 RXT变换减少数据不均

衡分布, 结合自适应的终止条件以进一步提高搜索效率. 文献 [68]对更多局部敏感哈希的相关工作进行了综述.
 2.3.2    学习型哈希

学习型哈希通过学习一个映射函数, 将数据点编码为二进制形式, 从而能够在汉明空间中进行高效近邻搜索,
在保证检索性能的同时尽可能接近真实查询结果. 学习型哈希的关键在于如何设计映射函数, 使得相似的数据点

在映射后具有相似的哈希值, 更多的哈希函数族可以参考文献 [13,14]中的介绍. 在学习哈希函数之后, 会对数据

进行哈希编码, 编码完成之后需要在学习到的哈希编码上进行搜索操作, 主要分为两类: 基于线性扫描的搜索方法

(hamming ranking)和基于哈希码索引的搜索方法 [13,14]. 前者通过计算查询点的哈希码和所有数据点的哈希码之间

的汉明距离, 然后保留距离最小的前 L个数据点作为近似最近邻点. 后者则是通过索引结构来加速搜索过程, 由于

是二进制编码, 因此可以直接进行哈希表查找, 也是一种倒排表. 但是实际中编码往往很长, 导致哈希表的存储开

销很大, 因此需要进一步设计基于倒排的方式对哈希码进行索引, 搜索过程是将查询点的哈希码按照倒排建立的

情况进行分割, 然后在每个分割的哈希码上进行倒排表的查找, 最后将所有的结果进行合并来得到最终的近似最

近邻点.

∥h−g∥H < r ⌊r/m⌋
⌊r/m⌋

其中经典的方案是文献 [73]提出的基于鸽巢原理的方案, 将两个二进制编码 h和 g分成 m个子串, 如果两个

点之间的汉明距离  , 那么必然有一个子串的汉明距离小于等于  , 基于此, 只需要在所有的子串上

执行半径小于等于   的搜索操作即可. 其将二进制编码分为 m个不相交的子串, 针对每个字串建立一个哈希

表, 查询时, 同样将查询点的哈希码分为 m个子串, 然后在每个子串上进行哈希表的查找, 最后将所有的结果进行

合并, 计算精确的汉明距离, 最终返回汉明距离满足要求的数据. 在通过这种方式之前需要检查的桶的数量为: 

L(b,r) =
r∑

k=0

Ck
b,

⌊r/m⌋优化之后变为 m*L(b/m,  ), 这种方式减少了空桶的数量, 也就是减少了需要维护的哈希桶的数量, 从而降低了

内存需求.
GPH方法 [32]进一步地优化了利用鸽巢原理在汉明空间进行检索的性能, 当前方法基于等长的空间划分和固
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定阈值分配导致生成不必要候选集的问题, GPH提出了一种新形式的鸽巢原理, 它允许变长的子空间划分和不同

的阈值分配策略基于新的原理, 能够减少候选点的数量从而提高性能. 文献 [32]设计了基于成本感知的空间划分

和阈值分配策略来优化搜索性能. 文献 [74]进一步地讨论了支持汉明距离的连接查询处理方法. 文献 [75]提出了

允许重合的划分策略增强的鸽巢原理 (augmented pigeonhole principle, APP), 它能够捕捉查询负载和数据集的关系

来优化查询并基于 APP提出了一个高效的汉明空间索引框架以支持范围查询和 KNN查询.

 2.4   基于量化的数据组织方法

基于量化的方法其主要目的是降低数据占用空间, 获得处理大规模数据的能力. 它将高精度的原始数据用低

精度的方式进行表示, 然后用整数进行编码, 在检索时根据存储的整数值查询码表将向量数据还原为低精度的表

示, 下面介绍具体的技术.
 2.4.1    乘积量化

乘积量化 (product quantization)[15,33]是将高维空间中的点用一个有限子集进行编码的过程. 其核心思想是将高

维向量分解为多个低维子空间, 并分别量化, 减少了码本的占用, 显著减少计算和存储开销. 其大概分为子空间分

解、独立量化、压缩表示和距离计算这 4个方面, 图 5展示了乘积量化的基本的过程.
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图 5　乘积量化示意图
 

K = 256

O(mK2)

子空间分解: 将原始高维向量 (维度 d)均匀切分为 m个子空间, 每个子空间维度为 d/m. 例如, 128维向量分成

8个 16维子空间. 独立量化: 对每个子空间单独进行 K-means聚类, 生成 K个质心 (如  ). 每个子向量用最

近的质心编号 (1–K)表示, 相当于用 8位整数编码. 压缩表示: 原始向量被压缩为 m个质心编号的组合 (如 8个子

空间编号拼接), 存储空间从 d个浮点数降至 m个整数, 极大地节省内存. 距离计算: 距离计算分为对称距离和非对

称距离, 对于前者, 查询向量和数据库中的向量都用质心来近似, 通过预计算的子空间质心距离表查表快速求和,
需要为每一个子空间维护一个表格, 空间复杂度为  ; 对于后者, 仅数据库中的点用质心表示, 查询向量保留

原始值, 因此在查询到来时需要先计算查询和质心的距离形成一个距离表, 额外维护 m个表格的空间复杂度为

O(mK) , 后续搜索通过查表求和快速求解距离, 通常精度更好. 两种方法求与 N个点的距离的复杂度都为 O(mN).
通过量化之后能够显著降低存储开销, 如 128维向量内存占用可降至原来的 1/64, 其适用于大规模向量检索的场景.

在基本的乘积量化的基础上, 有更多的优化方法被提出来. 文献 [15] 讨论了许多基于乘积量化的工作, 包括

但不限于 Optimized PQ[76]与 Cartesian K-means[77]通过正交矩阵旋转空间以获取更好的码本; Additive quantization[78,79]

与 Composite quantization[80]用子空间质心的和拓展了乘积量化的表示方法; Optimized CK-means[81], Tree quantization[82]

与 Sparse PQ[83]使用了不同的编码策略以得到更准确的查询结果. 此外, DPQ[84]额外量化了数据到其最近聚类质心

的残差距离, DCPQ[85]使用通过基于学习的方法维护码本, RVPQ[86]为每个子空间构建由多个有序残差码本组成的
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残差层次结构, CHPQ[87]根据数据特征局部优化码本, 文献 [88] 提出了 Fast-Scan 策略来充分利用 SIMD (single
instruction multiple data)指令加速距离计算, 更多关于量化的内容可以参考文献 [15]的详细综述.
 2.4.2    标量量化

标量量化是一种广泛应用于向量压缩的技术 [89], 旨在通过降低数据精度来减少存储和计算开销, 其核心是将

高维向量的每个分量的连续的浮点数映射到有限个离散值, 从而用更少的比特来表示数据. 例如将 32位的浮点数

量化为 8位的整数, 可以将存储需求减少为原来的 1/4. 标量量化的优势不仅体现在存储压缩上, 还体现在加速相

似性搜索过程, 由于数据量变小, 搜索过程中能够更快地访问内容, 进而提高搜索速度.
标量量化的基本步骤包括: (1) 确定量化范围. 分析数据的分布情况, 如浮点向量的最大值最小值, 以确定量化

区间的上下界; (2) 划分量化区间. 根据目标精度和存储需求, 划分为若干个离散值区间; (3) 映射. 将每个浮点数映

射到对应的离散值, 通常采用线性映射或非线性映射; (4) 存储. 保持量化所需要的元数据, 包括上下界、步长、码

本等内容, 以便在搜索时能够还原为近似的值. 标量量化的关键在于如何选择离散值和映射方式, 以最小化量化误

差和存储开销. LVQ (locally-adaptive vector quantization)[35]是一个局部自适应的量化方法, 它考虑每个向量的特点

来有针对性的优化, 并提出了两层量化机制来对对残差部分进一步量化提高精度, 后续将详细介绍 LVQ.
RaBitQ[34]是一种新型的量化方法, 它利用了乘积量化和标量量化的优点, 取得了显著的效果. 不同于传统的乘

积量化方法, 其提供了误差界限的理论保证. 它将 d维的向量量化为 d比特的二进制编码, 并设计了无偏估计方法

来计算向量间的内积. 为了能够高效地进行计算, RaBitQ引入了标量量化, 将查询点进行标量量化之后参与计算,
通过这一操作, 在计算中引入了位运算, 从而能够加快计算速度. 文献 [34]中提供了两种方法, 一种针对的是单条

量化数据的计算, 另一种是针对批量量化数据的计算. 前者通过比特级别的操作 bitwise-and结合 popcount实现快

速计算, 而后者则是通过结合 SIMD指令集的查表操作来实现快速计算. 文献 [34]将 RaBitQ应用在 IVF中来优

化近似最近邻搜索的速度, 实验结果表明其能够获得比传统量化更快的查询速度. 文献 [90] 针对 RaBitQ 只支持

1比特量化的问题, 进一步扩展了 RaBitQ的支持范围, 使其能够选择较小的压缩率来实现增加空间占用获得更高

的估计精度, 同时保留了对距离的无偏估计能力.

 2.5   混合数据组织方法

结合各类数据组织方案的优点形成混合组织方案的方法受到越来越广泛的关注, 有很多研究成果展示出通过

有机的组合形成新的组织方法相较于单一方案能够取得更好的效果. 单一的组织方案各具优势和劣势, 通过组合

的方式可以充分地发挥各个方案的优势, 同时弥补单一方案的劣势, 进而提高近似最近邻搜索效率. 下面我们介绍

相关的技术.
 2.5.1    基于图和量化的组织方法

针对图能够实现高性能查询和量化可以降低内存占用的优势, Aguerrebere等人 [35]提出了基于图和量化的OG-LVQ
方法, 取得了突破性能的性能提升, 为处理 10亿级高维向量相似性搜索提供了高性能解决方案. 改方法从软件算

法和硬件架构两方面进行设计, 在软件算法方面其提出了局部自适应量化 (locally-adaptive vector quantization,
LVQ)的方法. (1) 该方法基于对深度学习时代高维向量分布特性的深度洞察, 通过全局均值中心化消除维度间分

布偏移后, 采用向量级动态范围标量量化策略, 使每个向量的数值范围独立适配其统计特性, 最大化利用有限比特

位的表达能力. 与传统的全局量化或分块量化 (如 PQ)相比, 该策略在几乎不损失精度的前提下, 将向量存储带宽

降低至原始数据的 1/8. (2) 该方法设计了二级残差量化结构, 第 1级量化结果直接用于图索引的快速搜索, 第 2级
残差编码仅在高精度重排序时激活, 形成“粗筛-精排”的协同机制. (3) 在索引构建层面, LVQ实现了压缩向量直接

构造近邻图, 其理论证明量化误差对图拓扑稳定性的影响呈正态分布, 通过 4–8比特量化即可保持剪枝规则的等

效性, 使索引构建内存需求降低到 1/6而不影响搜索质量.
在硬件加速层面: (1) 指令集优化, 设计了基于 AVX指令集的向量解码与相似度计算的融合内核, 将压缩数据

流转化为 SIMD友好的计算模式, 使单指令处理速度较 float16提升 2.1倍; (2) 访存能力增强, 针对图搜索的随机

访存特征, 提出基于预取偏移量与步长的自适应预取策略, 配合大页内存布局消除 TLB失效, 实现 90%的峰值内
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存带宽利用率; (3) 并行架构适配, 通过扁平化数据结构和无锁队列设计, 在 40核服务器上相交单线程达成 33倍
加速比. 实验结果表明, 该方法在保持 99% 搜索精度的同时, 10 亿级数据集查询吞吐量较现有最优方案提升

20.7倍, 内存消耗减少至 1/3. 其创新之处在于首次实现压缩编码与图索引的端到端协同优化, 显著超越传统量化

方法与图搜索框架的组合方案, 为基于大语言模型的检索增强系统提供了可扩展的底层支持. 此外, DiskANN同

样是一个基于图和量化的索引结构, 它是一个基于磁盘和内存混合的索引方式, 充分利用 SSD的能力来提高单机

处理能力, 在第 3节会进行更多的介绍.
 2.5.2    基于图和树的组织方法

针对基于树的方法在搜索上效率不足以及图方法会陷入局部最优的问题, 文献 [37] 提出了基于树和图结合

的搜索策略, 将经典的 K-NN图 [42]和分区树 [30]相结合, 采用查询驱动的迭代搜索策略, 不断地扩展搜索范围, 最终

获得搜索结果. 其搜索主要分为 4个步骤: (1) 通过搜索树确定初始的搜索结果; (2) 在上一步基础上对局部的图估

进一步搜索; (3) 根据搜索历史在树上搜索确定在图上搜索的新的位置; (4) 在图上进一步进行搜索. 其核心思想是

通过迭代的邻域扩展, 逐步逼近真实最近邻, 该方法结合了图结构与搜索策略的优势, 为基于图和树混合的组织方

法提供了重要参考. 实验展示出该方法相对于图方法取得了非常好的性能提升, 为后续基于图的方法的发展提供

了重要的依据. ELPIS[91]是一个基于图和树的方法, 首先通过 Hercules[92]将数据集划分为若干个聚类, 每个叶子节

点对应一个聚类. 随后并行地在叶子节点上构建 HNSW图索引. 其中 Hercules通过 EAPCA[93]摘要进行裁剪来加

速树上搜索过程.
 2.5.3    基于图和哈希的组织方法

针对图方法构建成本高和局部敏感哈希查询效率低的问题, 文献 [38] 提出了结合 LSH 和图方法的 LSH-
APG混合索引方法. 在构建的时候对数据集中的每个点, 通过 LSH索引快速找到邻居候选节点, 然后根据邻居节

点的选择规则构建邻居, 如果邻居数量超过预先定义的上限, 则删除最远的点. 通过 LSH框架加速邻居的搜索, 避
免的传统图方法的高计算成本. 在搜索时, 给定查询点 q后通过 LSH找到入口点, 从而降低搜索的半径, 并在检查

邻居节点时通过访问 LSH结构过滤距离 q较远的点, 检索距离计算. LSH-APG通过 LSH加速构建和动态剪枝优

化, 在保证查询质量的同时, 与 HNSW等图方法相比, 显著降低了构建时间.
 2.5.4    基于倒排和量化的组织方法

X = [x1, x2, . . . , xN] X = ∪J
j=1X j X j C j

X j x ∈ X j x−C j

y C j

y−C j y−C j x−C j

IVFADC[39]是一种结合倒排与非对称距离 (asymmetric distance computation, ADC)计算的方法. 在预处理阶

段, IVFADC将 N条向量数据   划分为 J组  . 并每一组向量   记录一个代表向量  . 对

每一组向量  , 计算其中的每一条向量  . 与该组代表向量的残差向量   并记录残差向量的乘积量化编

码. 对于一条查询向量  , IVFADC会先对其进行粗糙量化 (coarse-quantization), 选择离 y距离最近的   并计算残

差向量  . 随后 IVF进行距离估计, 通过计算残差向量   与乘积量化后的   的非对称距离更新搜索结

果. IVFOADC+G+P希望能将每个倒排索引管理的区域划分成更小的子区域, 但存储全部子区域对应的子质心会

导致码本占用过多的空间. 基于这个目标, IVFOADC+G+P通过分组方法, 由区域质心和其邻近质心的凸组合来构

造子质心以减少内存开销. 此外, 文献 [34]在提出 RaBitQ的基础上, 将其应用到 IVF结构上, 取得了比倒排加乘

积量化高的搜索性能.
IMI (inverted multi-index)[94]将空间划分为两个子空间的笛卡尔积 (等同于在乘积量化中将空间划分为 m=2个

子空间), 并为两个子空间分别维护码本, 根据两个大小为 K的码本, 将空间实质划分为了 K2 个区域并在每个区域

内使用乘积量化编码残差向量. 由于 IMI对空间进行了更细粒度的划分, 每个区域内含有的向量数量较少, 缩减了

了搜索空间以提升效率. IMI方法在大规模数据检索上取得了很好的效果, 但是文献 [95]指出 IMI方法会导致很

多空区域导致性能问题, 其提出一个内存高效的数据分组方法来设计基于倒排的高维向量检索系统, 在 10 亿级

的 SIFT和 DEEP数据集上取得了更优的效果.
 2.5.5    基于哈希和树的组织方法

此类方法用树结构组织 LSH投影后的数据, 如 C2LSH[69]、QALSH[70]、R2LSH[96]利用 B+树来组织数据点哈

希后的结果, SRS[40]会将数据投影到多维度空间, 因此采用 R树将来组织数据. 文献 [97]提出了 LSB-tree来实现
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快速准确的检索, 其基本思想是相近的点其 Z-order值也相近, 最终的索引结构是由多棵 LSB-tree组成的 LSB-forest.
文中指出, 两棵树就可以取得很好的搜索效果. HD-index[98]是一个基于磁盘的索引方法. 文献 [98] 提出了基于

Hilbert[99]空间填充曲线的 RDB-tree 来对数据进行组织, PM-LSH[100]利用 PM-tree[101]来组织投影后的数据,
DET-LSH[102]通过动态编码树 (DE-Tree)以编码根据数据分布投影后的向量以提升索引的构建效率, DET-LSH将

动态编码树与基于局部敏感哈希的方法结合, 通过两阶段的搜索方式提升召回率.

 2.6   小　结

在实际中要基于数据量、业务场景以及成本等选择不同索引方案 [63], 并在搜索性能、空间占用开销和维护

难度等方面做出取舍. 针对只有几千条数据的小数据量场景, 无须维护复杂的索引结构, 采用直接搜索全部数据

的方案就能够满足要求; 对于一些维度相对较低的数据, 采用基于树的方法, 如 Annoy[59]也可以很好地完成相关

查询任务 [63]; 面对搜索大量向量数据的情况, 基于图的方法, 如 HNSW、NSG等方案的优秀搜索性能支持完成

大部分的任务, 但是仅使用基于图的方案并非适用于每个场景, 如表 3所示, 其具有空间占用高、更新维护困难

等问题, 当面对 10亿级别大规模向量搜索以及数据动态更新频繁的业务时, 基于图的方法将面临巨大挑战, 此
时就需要考虑更多的方法来找到解决方案, 并在搜索性能、维护代价、价格成本等之间取得平衡, 支撑上层业

务平稳运行.
当面对的数据规模很大, 如超过 10 亿规模的情景, 内存资源有限导致无法在内存中存储全部数据的情况时,

使用 PQ、RaBitQ等量化方法存储有损数据可以适配有限的内存空间, OG-LVQ方案提供了将图和量化进行结合

的方案, 并且不要求在索引中存储原始的向量数据, 其有效地降低内存的占用, 获得较高的查询速度的同时保证一

定的精度的召回率. 除了面向内存的方案, 还可以选择面向硬盘的方案以解决内存空间限制导致超出了单机处理

能力的问题, 此时 DiskANN等基于磁盘内存混合的索引方法可以有效地完成任务; 向量数据库在数据动态变化的

场景中面临着处理更新的挑战, 基于图的方法面临着更新困难的问题, 选择基于倒排 (IVF)等构建速度快、维护

难度低的索引可以很好地平衡维护成本与查询性能的关系, SPFresh设计基于倒排的更新方案取得了良好的效果.
此外, 将倒排和量化方法进行结合使用是一个经常被采用的搜索方案. 局部敏感哈希方法具有理论保证, 可以用于

需要精度质量承诺的场景中对搜索结果提供可量化的性能边界和可靠性支撑.

 3   向量数据搜索优化方法

随着人工智能的发展, 向量近似最近邻搜索发挥了日益关键的作用, 获得了越来越广泛的关注, 应用场景也更

加复杂多样, 在效率、精度和可扩展性等层面面临严峻的挑战. 为了应对挑战, 实现更高效的搜索来支持越来越广

泛的应用场景, 近些年来很多研究工作从多个维度探索, 包括硬件加速、距离比较操作优化、数据访问优化等研

究方向, 并取得了一系列的成果, 共同推进构建了高维向量搜索的解决方案.
本节系统性地梳理近年来的研究成果, 依据不同技术路径的差异, 从面向硬件加速、面向学习增强、面向

距离比较操作、面向磁盘内存混合场景、面向数据访问优化、面向分布式场景、面向混合查询场景和理论分

析 8个方面对相关工作进行梳理, 表 5从核心思想、典型方法、优势和局限性这 4个方面概括展示了整体的优

化方法.
 

表 5　向量搜索优化方法总览和对比展示
 

分类维度 核心思想 典型方法 优势 局限性

面向硬件加速的
优化

利用硬件特性加速搜索
AVX指令集、GPU加

速、多线程等

能够大幅提升吞吐
量, 降低延迟

硬件成本高, 移植复杂度高

面向学习增强的
优化

利用机器学习方法来挖掘
数据特性

NeuraLSH[103]、
BLISS[104]等

适应数据分布 , 减
少冗余计算

训练复杂度高, 模型泛化性
要求高

面向距离比较操
作的优化

定位算法高开销部分, 设计
优化算法降低距离计算

ADSampling[105]、
PEOs[106]等

降低计算代价 , 通
用性强

对算法设计要求高, 并且收
益受到数据的维度、分布特
性等影响
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 3.1   面向硬件加速的优化

 3.1.1    利用 SIMD加速距离计算

单指令多数据流 (single instruction multiple data, SIMD)技术通过一条指令同时处理多个数, 显著提升计算密

集型任务的性能. 现代 CPU往往支持 SIMD操作, 比如 x86 架构的 AVX/AVX2/AVX512指令集 [117]和 ARM架构

的 NEON[118].

x y
z = x−y

resi = resi+ zi×zi

利用 128 位 SIMD 寄存器加速计算向量   与向量   的欧氏距离的平方的一种方案如图 6 所示. 其中, 第①与

第②步分别将 4个元素从内存加载到 SIMD寄存器中. 第③步通过 sub指令计算得到  . 第④步利用 fmadd
指令实现  . 第⑤步与第⑥步通过执行两次 hadd_ps指令将 result寄存器中的值求和并保存在首个

元素中. 第 7步通过 cvtss指令提取寄存器中的首个元素, 得到计算结果.
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图 6　SIMD计算距离示例图
 

通过 SIMD 来加速向量计算已经广泛地用于向量搜索中, Milvus[1]等向量数据库以及 Faiss[29]等算法库利用

了 SIMD优化近似最近邻查询. Faiss从 3个层次利用了 SIMD: (1) 对于较为简单的操作 (比如对两个向量求和),
在代码实现时会通过较为紧凑的循环或使用某些关键字使得编译器能够自行实现向量化 (auto-vectorization);
(2) 利用了通过 C++编译器扩展实现的 SIMD变量和指令; (3) 通过优化数据布局与算法设计来更好地利用 SIMD.
Milvus针对 SIMD主要做了两个工程优化: (1) 支持 AVX512指令集; (2) 为不同架构的 CPU自动识别并选择对应

的 SIMD指令.
表 6展示了在进行 Top20查询获得 96%和 98%召回率, 在 Intel(R) Xeon(R) Silver 4210R CPU @ 2.40 GHz

表 5    向量搜索优化方法总览和对比展示 (续) 
分类维度 核心思想 典型方法 优势 局限性

面向内存硬盘混
合场景的优化

优化磁盘访问的I/O效率
DiskANN[36]、
SPANN[107]等

利用硬盘降低成本,
提升单机处理能力

较慢的磁盘IO影响搜索性能

面向数据访问的
优化

重组数据结构提升局部性,
充分利用缓存

QG-LVQ[35]、
SymphonyQG[108]等

提升缓存命中率 ,
减少传输带宽压力

对算法设计要求高, 空间换
时间带来额外的内存占用

面向分布式场景
的优化

分布式并行处理与负载均
衡

Pyramid[109]、
Auncel[110]等

横向扩展能力强 ,
处理超大规模数据

网络通信成为瓶颈, 任务调
度复杂性高, 增加算法设计
和维护的复杂性

面向混合查询场
景的优化

支持高效向量+结构化数据
混合查询

Filtered-DiskANN[111]、
ACORN[112]、
SeRF[113]等

满足负载业务逻辑,
为应用提供更多样
支撑

支持场景复杂性增加导致查
询优化器设计复杂, 高效索
引设计困难

理论分析
用数学模型证明复杂度边
界和性能极限

最坏情况分析[114]、
LID[115]、Steiner-

hardness[116]
指导算法设计 , 提
供性能保证

理论假设偏离系统数据实际
情况
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CPU下, HNSW索引在 GIST和 DEEP数据集上不使用 SIMD加速和使用 SIMD512指令集进行加速的查询性能

(QPS), 可以看出通过开启 SIMD来加速距离计算, 可以获得最多 2.6倍的性能提升.
 
 

表 6　HNSW在开启 SIMD和不开启 SIMD时查询性能 (QPS)对比
 

召回率 96%召回率 98%召回率

数据集 DEEP GIST MSONG DEEP GIST MSONG
NonSIMD 542 87 1 375 407 54 1 067
SIMD 1 291 (2.3×) 227 (2.6×) 2 518 (1.8×) 886 (2.1×) 141 (2.6×) 1814 (1.7×)

 

 3.1.2    利用多线程的优化方法

并行设计已经普遍地应用在计算机系统中, 通过利用 CPU的并行能力, 同时执行多个操作来提升性能. 当前

多线程的加速可以分为两类: 多线程构建和多线程查询加速. 构建的多线程是将数据集划分为多个子集, 然后在多

个线程中并行执行插入操作, 最后将所有的结果进行合并来得到最终的结果. 查询的多线程是将查询操作分为多

个子任务, 然后在多个线程中并行执行, 最后将所有的结果进行合并来得到最终的结果.
(1) 构建的多线程优化

基于图的方法已经广泛地应用在向量数据库中, 图的构建是一项十分耗时的任务, 通过并行技术来加速图的

构建是一个可行的方案. 当前 HNSW 图的构建是将所有数据点按照一定顺序插入图中, 当插入点 p时, 算法在 p
和图中的现有点之间添加新的边, 其依赖于算法 1在当前图中搜索获取相应的候选点, 然后执行对应的选点操作

完成邻居节点的构建. 文献 [119]提出了一种基于多线程的图构建方法, 利用多线程来加速图的构建过程. 其主要

思想是将数据集分为多个批次, 在每个批次上执行多线程插入操作, 同时确定多个点的邻居节点.
具体来说, 采用指数级批量增加方法来逐渐增加每个批次的点的数量. 初始状态, 每个批次的点的数量较少,

这更类似于顺序版本, 从而允许更高质量的图, 后续随着图变得更大, 允许一批中由更多的数据点, 从而实现更高

的并行度, 同时对批的大小设置一个上限避免无限增大. 通过这种方法, 实现了在性能和图的质量之间的平衡. 在
对每个点构建邻居节点的过程中, 我们第 1步是确定其邻居节点 (出边), 第 2步是确定 p是否可以作为这些节点

的邻居 (入边). 对于前者, 批处理中的所有数据点在不可变快照上独立构建自己的邻域, 因此不会相互影响. 对于

后者, 会收集当前批次在第 1步添加的出边, 然后统一对出边指向的节点执行选点操作来确定入边, 从而实现无锁

的并行入边构建.
(2) 搜索的多线程优化

多线程同样可以用来加速搜索过程, 一个基本的利用多线程的方案是对于多个查询同时到来的情况, 我们可

以并发的执行多个查询. iQAN[120]是一个利用多线程来加速单个查询的性能的方法, 基于图的方法是一个在图上

不断地遍历数据点的过程, iQAN的核心思想是并行地在图上检查数据点, 它通过同时搜索多个路径上的点, 实现

同时对多个范围内的数据进行检查, 然后将检查的结果合并, 在合并结果的基础上进行新的多个范围的检查. 主要

搜索策略包括: (1) 路径并行, 通过多个线程同时搜索多个不同的路径实现并行搜索; (2) 分阶段扩展, 随着搜索的

进行逐步扩展线程数量来用更多的路径来实现并行搜索, 减少起步阶段的开销的同时提高后期的遍历效率; (3) 减
少同步开销, 允许不同的工作线程检查重复的点, 避免了线程之间的同步开销, 在合并时统一进行结果去重操作.
在这些设计的基础上, iQAN最终实现了利用多线程来加速搜索过程, 提升了搜索性能, 在 SIFT1B和 DEEP1B数

据集上实现了最多 16倍的性能提升.
 3.1.3    利用 GPU进行加速

基于 CPU 的近似最近邻搜索方案面临着高维向量密集计算代价高、实时性能要求高、维护开销大的问题.
GPU可以凭借大规模并行架构和高内存带宽的优势突破性能瓶颈, 如其可以批量计算向量之间的距离, 实现高效

的图构建等, 当前有很多工作研究如何利用 GPU来优化近似最近邻搜索.
SONG[121]是一个基于 GPU加速的近似最近邻搜索系统, 该系统针对基于图的方法进行了深度优化, 首次实现

了基于图的 GPU向量搜索框架, SONG将搜索过程解耦为 3个阶段: 候选定位 (candidates locating)、批量距离计算
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(bulk distance computation)和数据结构维护 (data structure maintenance). 候选定位阶段从图索引中提取当前节点的

邻居顶点; 批量距离计算阶段利用 GPU的并行计算能力高效完成高维向量的距离计算; 数据结构维护阶段则更新

优先级队列和哈希表以准备下一轮迭代. 通过这一解耦设计, SONG将原本串行的距离计算转化为批量并行任务,
显著提升了 GPU计算资源的利用率. 此外, SONG针对 GPU内存特性设计了多项优化, 包括采用固定度图 (fixed
degree graph) 存储, 通过全局内存的连续布局减少索引访问开销; 利用共享内存等方案; 使用布隆过滤器 (bloom
filter) 或 Cuckoo 过滤器替代传统哈希表, 在允许可控误报率的前提下减少显存占用; 提出选择性插入 (selected
insertion) 和访问删除 (visited deletion) 策略, 仅保留与当前最优候选相关的节点信息, 将哈希表内存消耗限制为

2K (K为搜索参数). 为了进一步应对 GPU 的显存限制, 引入了随机投影来降维数据. 实验结果表明, SONG 在

GPU上实现了图基础 ANNS的突破性加速, 相比单线程 HNSW和 Faiss分别提升 50–180倍和 4.8–20.2倍吞吐量.
GANNS[122]是一个基于 GPU加速的邻近图近似最近邻搜索与构建的框架, 该框架针对现有 GPU图搜索方法

(如 SONG) 在数据结构操作上的瓶颈, 设计了惰性更新 (lazy update) 与惰性检查 (lazy check) 策略, 以充分释放

GPU 的并行计算潜力. GANNS 将传统串行搜索流程重构为如图 7 所示的 6 个并行化阶段: 候选定位 (candidate
locating)、邻域扩展 (neighborhood exploration)、批量距离计算 (bulk distance computation)、惰性检查 (lazy check)、
排序 (sorting)和候选更新 (candidate update). 其中, 候选定位阶段通过线程束 (warp)级别的位掩码操作快速定位

待探索节点; 邻域扩展阶段将当前节点的邻居批量加载至共享内存; 惰性检查阶段则通过并行二分搜索过滤已处

理节点, 避免冗余计算. 与传统方法不同, GANNS采用固定长度数组 (而非动态优先级队列)维护候选集, 并利用

GPU友好的排序算法 (如 Bitonic Sort)批量更新候选节点顺序. 这一设计不仅消除了动态内存分配的同步开销, 还
通过线程块 (thread block)内的协作机制实现数据结构操作的并行化. 此外, 文献 [122]中提出分治策略 GGraphCon,
将数据点划分为多个子集, 并行构建局部 NSW图后逐步合并, 首次实现 GPU端高效的 NSW图与 HNSW图构建.
实验结果表明, GGraphCon在构建 NSW图时相比单线程 CPU方法加速 40–50倍.
 
 

定位首个未被
访问过的节点

根据邻接表扩展节点 计算扩展出的节点
与查询向量q的距离

避免重复扩展 GPU双调排序

① 候选定位 ② 邻域扩展 ③ 批量距离计算 ④ 惰性检查 ⑤ 排序 ⑥ 候选更新

图 7　GANNS的工作流程
 

根据 GANNS 的实验结果 [122], 其性能与 SONG 相比的主要结论如下. (1) 在查询性能上, 在相同召回率下,
GANNS 的 QPS 比 SONG 高 1.5–5 倍. 例如, 在 SIFT1M 数据集上召回率 0.795 时, GANNS 达到 458.5k QPS, 而
SONG仅为 88.5k QPS. (2) 在召回率上, 两者在相同数据集上达到相似的召回范围, 表明 GANNS的并行化未牺牲

结果精度. (3) 在性能瓶颈上, SONG的瓶颈是数据操作 (占 50%–90%时间), 因其依赖单线程处理优先级队列和哈

希表; 而 GANNS通过懒策略 (lazy update和 lazy check)减少数据操作开销, 使距离计算主导时间, 优化了 GPU利

用率. (4) 在查询性能鲁棒性上, 当返回邻居数 k 从 1 增至 100 时, GANNS 的速度提升稳定 (SIFT1M 上提升

5–5.3 倍, GIST 上提升 1.5–2 倍), 而 SONG 因数据操作瓶颈在高 k值时效率下降更显著. (5) 数据维度的影响:
GANNS在低维数据集上性能提升更明显, 如将 GIST从 960维降到 60维时, 相较于 SONG的性能提升从 1.5倍
提升至 6倍, 因其能充分利用线程并行处理.

此外还有很多工作利用 GPU优化性能, GENIE[123]通过倒排索引将查询分解成子任务以充分利用 GPU的并

行计算能力, 并提出了一种基于 GPU实现的哈希表 c-PQ用于从候选集中选出 TopK作为结果. PQT[124]对乘积量

化进行拓展, 提出了一种双层次的乘积量化树以减少精确距离测试的次数, 通过设计遍历顺序与重排序算法提升

搜索性能, 并给出了基于 GPU的实现. 文献 [125]提出了在 GPU上实现 IVFADC的方法. RobustiQ[126]提出了结合

基于量化的层次化倒排索引提升搜索效率与系统的鲁棒性的 GPU 上的搜索方法. GGNN[127]设计了一种 GPU 友

好的线程块级别的搜索方式, 通过全并行多用途缓存与对节点近邻数量的固定提升了片上的资源利用率. GGNN
还设计了一种自下而上的图索引构建方法, 提升了索引构建的速度. GTS[128]提出了一种基于 GPU的索引, 该索引
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具有树状的层次结构并通过基于表的方法进行存储, 实现了对树上非连续节点的并行计算. 此外 GTS设计了一种

并发搜索策略以预防内存死锁并引入了一个成本模型以平衡并发与剪枝效率. BANG[129]研究如何在显存受限的

情况下通过单 GPU处理大量数据. BANG利用 CPU与内存处理索引与数据, 并利用 GPU加速距离计算, 还通过

阶段性执行策略优化了 GPU-CPU 的负载均衡. CAGRA[130]面向英伟达 GPU 设计的基于图的近似最近邻搜索算

法, 实验显示相较于 CPU上的方法, 性能获得了大幅提升.

 3.2   面向学习增强的优化

人工智能技术已经被广泛用于优化数据库性能, 其中学习型索引近年来取得了很大的进展. 学习型索引的核

心思想是通过学习数据的分布来优化索引结构和查询过程, 从而提高系统的性能. 当前有很多工作利用学习的方

法来优化高维向量近似最近邻搜索的性能, 通过采用学习的方法, 能够充分挖掘高维向量的分布特征, 从而有针对

性地优化算法. 当前利用学习的方法来优化高维向量索引主要是为了能够基于数据的分布来更好地划分数据, 从
而能够使查询更高效、准确地定位到邻近点所在区域, 减少数据的访问开销. 下面我们介绍相关的技术方案.

(1) Neural LSH索引

文献 [103] 提出了 Neural LSH 方法利用神经网络将数据更好地划分为到多个桶中, 传统的利用聚类、LSH
以及树的方法难以捕捉到数据的分布特征, Neural LSH通过神经网络来学习数据的分布特征, 它利用图划分技术

和有监督学习的方法来优化数据的划分, 图 8 展示了其划分示意图. 其主要分为 3 个重要的步骤: (1) 构建一个

KNN图, 利用 KNN图来捕捉数据的分布特征; (2) 利用平衡图划分技术将数据均匀的划分到多个桶中; (3) 训练一

个基于神经网络的分类器应用到整个数据空间对所有的数据进行划分. 为了提升划分的效果, 其采用了层次化的

划分结构, 逐层递归地划分子空间, 先划分为大的区域, 然后对每个区间做进一步的划分. 实验结果表明, 在通过

Neural LSH划分的数据上进行搜索能够取得优于传统的聚类方法和 LSH方法的性能.
  

R1
BIN1

BIN2

R0

R2

图 8　Neural LSH划分示意图
 

(2) BLISS索引

BLISS[104]采用迭代的方式来优化数据的划分, 通过交替进行下面的两个步骤来优化分区: (1) 通过学习将数据

映射到对应的桶; (2) 以每个桶中数据均衡为目标重新分配数据点. 在训练映射函数阶段针对每个数据点会学习到

针对桶的评分函数, 并每次在评分最高的 K个桶中选择负载最小的桶来进行分配, 总共会训练 R个映射函数. 在
推理阶段, BLISS会将数据点映射分布用训练好的 R个映射函数进行映射, 每个映射函数分别选择 5个桶来获取

候选结果, 在这些候选结果中进一步筛选来获取最后的查询结果. 实验结果表明, BLISS在多个数据集上都取得了

优于 Neural LSH的性能.
(3) BATL索引

BATL[131]是一个基于平衡 K 叉树的学习型层次划分索引, 同一个桶中的数据被一条从根节点到叶子节点

的路径表示, 查询过程是从根节点不断路由到叶子节点的过程. 其将路由任务转化为分支序列生成任务, 利用

Transformer模型 [132]设计了一个解码器编码器框架, 在搜索时利用这个框架和束搜索 (beam search)来生成分支序

列, 动态地将查询从根节点路由到叶子节点. BATL的训练过程首先随机初始化一棵平衡树, 然后随机选择部分数

据点作为查询点, 根据当前的树结构生成 (查询, 路径) 对作为训练数据, 将任务建模为自回归分类问题采用序列

到序列的学习范式进行训练. 其整个训练过程是交替迭代的, 固定树结构, 训练路由模型; 固定路由模型, 更新树结
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构, 逐渐完成整个训练过程. BATL训练多个树模型以提高召回率, 实验展示出其在时延、准确性和内存占用之间

取得了良好的平衡.
(4) LIDER索引

LIDER[133]是一个基于聚类的双层层次结构的学习型索引, 它包括两个重要的组成部分, 第 1层维护了聚类的

中心点, 第 2层维护了聚簇数据. 在这两层中, 都包含一个称为 core model的组件, 其包含两个部分: (1) 降维模块;
(2) 一个位置预测模块 RMI. 降维模块又分为两个部分, EK-LSH用来将数据映射成哈希键, 键重缩放组件用来将

字符类型的哈希键映射到数值型, 用于 RMI 模块的训练. LIDER 的整体工作流程是首先将数据利用 K-means 聚
类, 然后对聚类中心点和每个聚类都训练对应的 core model, 最后将所有的 core model组合成一个索引. 在搜索阶

段, 查询首先搜索到对应的聚类中心点确定要搜索的聚类, 然后在对应的聚类中进行搜索, 多个聚类采用并行的方

式进行搜索, 最后将来自每个聚类的结果合并取前 k个结果返回. 实验结果表明 LIDER与已有的索引相比取得了

更高搜索速度的同时具有更高的召回率.
表 7 对比展示了上述 4 个方法. 此外, 文献 [134] 利用梯度下降树学习到提前终止搜索策略用于在向量搜索

的过程中提前终止以减少冗余搜索. 文献 [135]提出 PCE-Net一个基于编码解码器的方案来确定需要参与搜索的

倒排列表的数量, RPQ[136]为基于图的方法设计了一种路由指导的端到端的学习型乘积量化方法, 其通过采样并提

取出路由特征与近邻特征用于训练多个可微的量化器, 使得量化结果更好地适应基于图的近似最近邻搜索. 文献 [137]
提出利用学习的方法来设计面向磁盘的 I/O优化的方法, 它通过学习的方法来使投影后点的相对顺序和原始高维

空间尽可能一致从而减少随机访问. SmartANNS[138]利用学习的方法来确定需要搜索的数据分片所在的 SmartSSD
来实现更高的设备利用率.
 
 

表 7　4个学习增强方法的对比
 

索引技术 核心思想 组织形式 技术特点 优点 缺点

NeuraLSH
利用神经网络学习数据分布, 结
合图划分技术优化数据分层划分

递归划分数据形
成多层桶结构

有监督学习、图
划分技术结合

优于传统LSH和聚
类方法的搜索性能

训练开销大, 层级
划分可能引入误差

BLISS
迭代优化数据划分: 交替训练映
射函数与数据重分配

多映射函数+负
载均衡桶

迭代式负载均衡
策略

性 能 优 于 Neural
LSH, 索引空间占
用比HNSW低

映射函数数量影响
性能, 候选桶筛选
计算复杂

BATL
将路由任务建模为序列生成问
题, 基于Transformer的编解码框
架动态构建平衡K叉树

平衡K叉树
树结构+自回归
序列学习

树与Transformer进
行结合, 技术新颖

训练需反复迭代树
结构, 模型复杂度
高

LIDER
基于聚类的双层结构 (中心点+
聚簇), 结合降维与位置预测模块

聚类中心层+聚
簇数据层的双层
结构

降维技术与聚类
结合

并行友好
聚类中心质量依赖
初始K-means

 

 3.3   面向距离比较操作的优化

τ τ

τ τ

τ

在向量搜索中计算代价在性能开销中占据了很大比重, 其主要是由在搜索的过程中计算两个点的距离产生

的, 通过优化计算代价可以提升系统的性能. 文献 [105] 中提出, 在搜索的过程中涉及共同的一个关键步骤, 比较

两个点之间的距离是否小于一个阈值  , 如果小于  , 则返回两个点之间的距离, 这个过程被称为距离比较操作

(distance comparison operation, DCO), 距离计算操作主要发生在这个过程中. 为了完成这个操作, 基本方法是计算

两个点之间的距离, 然后判断是否小于  , 文献 [105] 指出对于大部分的点的距离都是大于   的, 不需要计算两个

点之间的真实距离, 只需要判断是否小于   即可, 这带来了优化距离计算的机会. 如图 9所示, 仅计算部分距离并

与阈值比较, 在不满足要求的情况下及时终止距离计算, 从而优化计算代价.
τ

τ

ADSampling[105]提出利用假设检验的方法来估计距离是否大于  , 核心是采用随机投影的方式将数据投影到

子空间, 估计两个点的距离, 然后通过假设检验判断两个点的距离是否大于  , 这是一个迭代的过程, 通过不断采

样更多的维度来优化估计的精度直到点被过滤或者真实距离被计算出来. 实验显示在将这一方法应用于 HNSW
和 IVF中后减少了距离计算, 进而提高了搜索性能. DDC[139]在 ADSampling的基础上, 将随机投影改成利用 PCA
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(principal component analysis)投影, 以最小化近似距离和真实距离的误差, 然后利用基于标准差的方式用于距离校

正, 最后提出一个利用线性模型从数据中学习到的更通用的距离校正方法. 实验显示相比于 ADSampling, DDC实

现了 1.6–2.1倍的性能提升. DADE[140]提出了一个基于数据分布的距离估计方法, 从理论上证明了 DADE的距离

估计在数据分布上是无偏的. DADE 利用主成分分析获得的矩阵对数据进行正交变换, 实验展示其效果优于

ADSampling.
 
 

x1 x2 x3 ... x i−1 x i ... xD

q1 q2 q3 ... qi−1 qi ... qD

部分距离 disi−1≤τ

q1 q2 q3 ... qi−1 qi ... qD

部分距离 disi>τ

继续计算 停止计算

q1 q2 q3 ... qi−1 qi ... qD

部分距离 disi>τ 不需要计算

x1 x2 x3 ... x i−1 x i ... xD x1 x2 x3 ... x i−1 x i ... xD

图 9　DCO时提前终止距离计算
 

表 8展示了 ADSampling、DADE和 DDC在 3个数据集下进行 Top20查询时分别在 96%和 98%召回率下

的搜索性能 (QPS)对比, “－”代表默认参数下无法达到对应的召回率, 从结果中可以看到, 不同方法在不同数据集

上的性能表现不同, 如在 DEEP 数据集上 DDC 方法能够取得更好的效果, 而在 MSONG 数据集上, ADSampling
效果更好. 在实际使用中需要根据数据集来选择合适的方法以取得更好的效果.
 
 

表 8　采用提前终止距离计算的 ADSampling、DADE和 DDC的搜索性能 (QPS)对比
 

数据集
96%召回率 98%召回率

DEEP GIST MSONG DEEP GIST MSONG
ADSampling 728 209 1972 520 138 1 492

DDC 1 329 281 1 183 915 192 －

DADE 1 215 208 1 650 844 185 931
 

FINGER[141]同样是一个优化距离比较操作的方法, 它不是通过提前终止距离计算, 而是通过估计残差向量之

间的角度来近似距离函数, 从而跳过对一些点的距离计算, 在此基础上, 它利用改进的局部敏感哈希方法来降低计

算成本, 相较于 ADSampling方法, 需要更多的存储代价. 实验结果显示 FINGER在搜索上相较于 HNSW提升了

最多 60%的性能. PEOs[106]提出了概率路由的概念, 为搜索中探索邻居节点提供概率保证, 从而高效选择需要精确

距离计算的邻居节点, 它利用空间划分和随机投影技术来估计邻居节点和查询向量的角度, 然后根据估计的角度

来选择需要精确计算距离的邻居节点. 与 FINGER相比, PEOs显著减少了额外的存储代价, 在 GIST数据集上由

6.12 GB降低到 4.64 GB, 同时实验结果显示其性能相比于 FINGER提升了最多 1.4倍.

 3.4   面向磁盘内存混合场景的优化

磁盘内存混合场景指系统可用物理内存容量不足以直接存储全部待处理数据, 或内存使用成本过高迫使必须

采用混合存储策略的计算环境. 此类场景常见于超大规模数据应用 (如 10亿级向量检索), 其核心矛盾在于内存容

量与数据规模的不匹配性. 高维向量数据每一条数据包含成百上千标量数据, 存储 1 000万条 128维的 float类型

向量需要 4.7 GB的空间, 建立的索引还会引入额外的空间占用, 在实际中需要处理更大规模的数据, 全部依赖于

内存将带来极大的成本开销, 此时无法采用传统内存索引. 因此, 基于磁盘内存混合的近似最近邻算法被提出来以

降低对内存容量的需求.
 3.4.1    基于倒排的方法

SPANN[107]是面向内存受限场景的高效近似最近邻搜索系统, 该系统基于倒排索引框架构建了一种内存-磁盘
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混合索引结构. SPANN在内存中存储倒排列表的质心点作为粗粒度索引, 并将大规模原始数据划分到磁盘中的倒

排列表, 图 10展示了其基本的结构. 索引构建阶段采用分层平衡聚类算法, 通过多约束优化将数据递归划分为均

匀的子集, 控制单个倒排列表的最大长度, 从而降低单次磁盘访问开销. 针对边界向量易丢失的问题, 提出闭包多

簇分配策略: 对靠近多个簇质心的边界点进行复制存储 (如最多 8个副本), 提升其召回概率. 该方法在保持倒排列

表长度平衡的同时, 仅增加 20%存储开销即可有效缓解近邻搜索的边界效应问题.
  

倒排列表

V1

中心点

内存 磁盘

V4 V5 . . .

V2 V5 V7 . . .

V6 V5 V8 . . .

图 10　基于文献 [67]展示的 SPANN的索引结构
 

ε = 0.6

在查询优化方面, SPANN 设计了查询感知的动态剪枝机制. 搜索时优先从内存中的 SPTAG 索引 (基于空间

划分树与近邻图) 快速定位 K个最近质心, 然后根据查询与质心的距离动态调整候选列表: 仅访问与最近质心距

离相差在阈值范围内的倒排列表 (如设定相对误差阈值  ). 这种自适应策略使得不同难度的查询获得差异化

的搜索深度, 相比于固定候选数策略减少 40%磁盘访问. 与 DiskANN对比, SPANN在相同 32 GB内存配置下实

现 2倍加速, 召回率超过 90%. 在分布式场景中, 通过多约束平衡分片与查询负载预测算法, 将 10亿级数据均匀分

布到 32台机器, 使单查询平均访问机器数降至 6.3台, 比随机分片降低 80%计算开销.
 3.4.2    基于图和量化的方法

α (α ⩾ 1)

α

α

DiskANN[36]是基于 SSD 的图索引方案, 其核心是新型图索引算法 Vamana. 该算法通过引入可调节参数

 优化图结构直径, 在保证高召回率的同时减少搜索路径长度. 与 HNSW和 NSG相比, Vamana的图结构

在 10亿级数据规模下可将搜索路径的磁盘随机访问次数降低到 1/2–1/3, 同时支持通过参数   灵活平衡图密度与

搜索效率. 与HNSW等传统图索引相比, Vamana通过调节   参数实现了更灵活的图密度与路径长度平衡. 此外, Vamana
在构建过程中采用反向边插入策略, 增强图的连通性, 避免局部最优陷阱.

DiskANN通过分片和内存-磁盘混合索引存储的策略, 将 10亿级索引部署于单节点的 64 GB内存与 SSD组

合环境中. 首先, DiskANN采用分治的策略, 通过 K-means聚类将数据集划分为 40个子集, 每个数据点分配至最

近的 2个子集, 并在各子集上独立构建 Vamana子图索引; 最终合并所有子图形成全局索引, 确保跨子集的查询路

径连通性. 其次, DiskANN结合量化压缩与全精度缓存降低内存占用; 使用乘积量化 (PQ)将向量压缩至 32字节

存储于内存, 同时在 SSD 中保存全精度向量与图结构. 搜索时, 通过束搜索批量预取多个节点的邻居信息, 减少

SSD随机访问次数; 并利用 SSD的 4 KB对齐读取特性, 将全精度向量与邻接列表存储于同一磁盘扇区, 实现隐式

重排序 (implicit re-ranking), 以压缩向量引导搜索方向, 最终通过全精度距离计算提升召回率. 此外, DiskANN采

用热点缓存策略, 将距离搜索起点 3–4 跳内的节点数据预加载至内存, 进一步减少磁盘 I/O. 实验结果表明,
DiskANN在 SIFT1B数据集上仅需 348 GB SSD空间与 64 GB内存, 即可支持每秒 5 000+次 recall@1达 95%以

上的查询. 这种“内存压缩+SSD原始向量”的混合存储模式, 为 10亿级 ANNS任务提供了高精度、低延迟与低成

本的单机解决方案. 此外, Starling[142]是一个基于图的磁盘内存索引方案, 它分为磁盘和内存索引两部分, 内存部分

通过采样来建立摘要图以实现快速定位到查询区域附近, 而磁盘部分采用数据重排序来提升数据的局部性访问以

降低磁盘 I/O.
SPANN和 DiskANN均通过粗粒度内存索引引导细粒度磁盘访问解决 I/O瓶颈, SPANN以倒排索引为核心,

通过数据均匀划分、边界点冗余和动态剪枝优化磁盘访问效率, 在低延迟和低内存场景下优势显著, 且构建速度

更快, 但需要存储点的冗余副本数据, 因此比较消耗磁盘空间; DiskANN以图索引为基石, 结合量化压缩与硬件特
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性减少 I/O, 同样可以在大规模数据下达到高召回率, 其基于图算法面临着构建时间很长问题, 且难以应对索引更

新的场景.

 3.5   面向数据访问的优化策略

向量搜索的性能同时受到计算代价和数据访问代价的影响, 尤其是在基于图的方法中, 数据的随机内存访问

方式导致 cache的预取操作失效, 带来了高昂的访存代价, 通过优化数据的访问可以提升搜索的性能. 当前提出来

很多方法来优化数据的访问方式, 主要包括: (1) 数据重排序优化, 通过改变数据在的存储顺序来提升数据的访问

性能; (2) 数据预取优化, 数据预取是通过提前加载数据到缓存中来提升数据的访问性能; (3) 数据压缩优化, 通过

压缩数据降低数据大小来减少访问代价.
(1) 数据重排序优化

在图的搜索中, 需要不断地访问邻居节点的数据, 文献 [143]指出 40%的时间消耗在内存访问上, 尤其是向量

数据的获取, 如果能够优化相关时间, 将能极大地提升搜索性能, 基于此, 提出了数据布局优化的方法, 通过调整节

点的内存布局, 使相邻节点的数据在内存中邻近存储, 利用硬件预取机制减少缓存缺失, 从而加速查询. 文章在理

想化缓存模型下分析图遍历成本, 它依据经典的图重排序方法 [143]进一步优化, 提出了基于查询的加权重排序算

法 Porder来优先优化重要的邻居节点, 实验结果表明, Porder实现了最多 40%的延迟减少, 为后面的图索引优化

提供了新方向.
Starling[142]是一个面向磁盘图索引方案的内存布局优化方法, 它提出了一个基于磁盘的重排序方案, 来增强数

据访问的局部性, 减少磁盘访问的开销. 它首先采样部分向量数据, 在内存中构建导航图以实现在内存中快读定位

接近查询点的邻居节点, 减少磁盘 I/O开销. 对于磁盘中的数据, 采用块重拍将相邻顶点尽可能存储在统一磁盘块

中, 提升数据局部性, 使得单次磁盘 I/O能加载更多相关数据. 文献 [142]证明块重排序问题是 NP难问题, 提出了

启发式策略来进行近似求解. 实验结果表明, Starling 方案实现了 43.9 倍的吞吐量提升. 此外, 通过优化布局还可

以加速索引的构建速度, Flash[144]通过优化数据布局同时充分利用 SIMD来加速图索引的构建速度. PDX[145]针对

IVF方法设计了垂直布局方案来优化搜索速度.
(2) 数据预取优化

数据的随机访问限制了数据的硬件预取, 但是可以通过软件预取的方式预判数据的访问模式来将数据提前加

载进缓存中来提升数据的访问性能. VSAG[146]提出了利用预取来进行数据的访问优化的方法, 它包括软件预取和

硬件预取优化两个部分, 软件预取是通过分析数据的访问模式来提前加载数据到缓存中提升缓存命中率, VSAG
通过提前将还没有被访问过的点预取到缓存中来提升数据的访问性能, 针对可能发生的缓存驱逐问题, 进一步提

出了基于步长的预取方案来根据计算速度确定预取时机, 避免了缓存的驱逐问题. 硬件预取是通过利用 CPU的硬

件预取机制来提升数据的访问性能, VSAG通过根据服务器的负载状况将邻居节点的数据额外存储在连续内存位

置的冗余向量存储方法来实现顺序内存访问.
(3) 数据量化优化

通过量化后降低要处理的数据, 可以减少内存中的数据量, 从而降低需要处理数据总量, 具有处理更多数据点

的能力, 通过量化的方法可以压缩数据量代表性的如 NGT-QG[147]、OG-LVQ[35]和 SymphonyQG[108]. SymphonyQG
是一个利用最新的 RaBitQ[34]量化方法和图方法协同集成的索引方案, 它结合了量化和利用布局两种优化手段. 通
过调整图拓扑结构, 将图的每个节点 p的邻居节点的数据的量化编码连续存储在 p所在的位置的临近内存中, 避
免了访问邻居节点时随机访问的开销, 由于存储的是量化数据, 因此减少重复的存储节点带来的内存的开销, 通过

空间换取时间的方式提升了查询性能. 相较于 NGT-QG方案, SymphonyQG能够提供更准确的距离估计, 并且其

避免了显示的重排序从而降低内存访问开销, 此外, RaBitQ的量化方法的高计算效率, 加速了图的构建, 实验显示

SymphonyQG在内存中实现了最多 4.5倍的查询性能提升.

 3.6   面向分布式场景的优化

面对大规模数据, 单机难以进行处理, 采用分布式的处理方法将数据分片到多台机器上协同处理是一个可行
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的方案, 当前有许多方法探索如何利用分布式场景来实现高效的近似最近邻搜索.

(1) 基于算法框架的分布式优化

Pyramid[109]是一个基于 HNSW的分布式搜索框架, 它支持欧氏距离、余弦相似度和最大内积搜索. 它通过采

样数据构建 meta-HNSW 然后采用图分割算法将图分割为子图, 其分割策略是最小化不同子图之间的边的数量.
将数据集中的每个点分配到距离最近的子图中, 从而实现对数据集的分片. 再对于每一个分片下的数据集, 分别构

建 HNSW 索引. 查询时首先通过 meta-HNSW 定位相关数据子集, 然后分派查询到部分子集来进行查询处理, 通
过这种方法能够充分的利用计算资源, 提升吞吐率. 在系统架构层面, 它包括 3 个主要部件: 协调器 (处理查询分

派)、执行器 (子 HNSW搜索)和消息代理 (Kafka实现可靠通信), 支持异步处理和容错机制.

Auncel[110]是一个基于 IVF的相似性搜索引擎, 用于解决分布式场景下的无法提供理论性能保证的问题. 核心

思想是通过单个查询向量的局部几何特性, 为每个查询构建精确的错误延迟概要 (error-latency profile, ELP). 此概

要使 Auncel能够对适量的数据进行采样, 以处理给定的查询, 满足其错误或延迟要求. 其搜索大致过程和基本的

IVF搜索方法一致, 在完成搜索每个聚簇时额外添加了如下步骤, 利用中间搜索结果和 ELP来预测当前的错误率,
如果错误率或者时限满足要求, 就终止搜索返回结果. 其分布式部署方案是将数据分片, 每个工作节点处理本地分

片, 领导者节点聚合结果, Auncel随机选择领导者节点来处理查询. 实验结果显示在满足错误或延迟限制的同时显

著降低了查询延迟.

(2) 基于硬件的分布式优化

SmartANNS[138]是一个利用 SmartSSD来解决 10亿级别数据相似性搜索的方法, 它将数据分配到多个 SmartSSD
上实现高效的查询. SmartSSD是一种将处理能力集成到 SSD中的计算存储驱动器, 可直接在设备上处理数据, 减
少对 CPU/GPU 传输的需求. SmartANNS 协同架构中主机维护分片质心, 作为全局协调器筛选搜索空间, 每个

SmartSSD对分片数据建立 HNSW索引执行搜索. 它允许数据复制分配到多块 SmartSSD中, 并通过离线采样分析

分片热度, 优化数据布局, 结合数据局部性和设备负载均衡调度查询, 并通过训练 GBDT 模型来动态确定搜索分

片范围, 避免冗余计算.

CXL (compute express link)[148]旨在实现处理器和设备之间的低延迟、高带宽连接, 近些年取得了越来越广泛

的关注. CXL-ANNS[149,150]是一个利用软硬件协作来支持 10亿级别向量搜索的方案, 它利用 CXL将 DRAM从主

机中分离, 将所有的必要数据集放入内存池中, 针对搜索中的低延迟问题, 将访问频率高的点预先缓存在本地内存

中, 减少对远程内存池的访问延迟, 对于未缓存的节点, CXL-ANNS通过预测图的遍历行为, 对即将要访问的节点

提前预取, 从而隐藏访问延迟. 进一步地, 通过 CXL互联的层次化结构将搜索任务分发到多个硬件进行并行处理.
通过 3层优化, 系统实现了对大规模向量数据的高精度低延迟搜索.

通过将数据分片处理, 可以有效地降低单机的处理负担, 实现对大规模向量数据的高效检索, 充分利用新硬件

的能力来设计搜索架构可以更好地优化向量搜索. 未来继续探索如何利用分布式来处理大规模数据下的向量检

索, 设计高效的分布式索引结构和分布式检索算法是一个重要的研究方向.

 3.7   面向混合查询场景的优化

混合向量搜索 (hybrid vector search)研究同时考虑向量近似最近邻搜索和属性关键词信息是否满足要求的搜

索问题, 以适应多样的复杂查询需求, 提供更准确、更全面的搜索结果. 支持混合搜索是向量数据库的一个重要功

能, 为了完成混合搜索, 从搜索的实现上可以分为 4种 [63]: 先向量搜索后关键词 (post-filtering, 后过滤), 先关键词

后向量搜索 (pre-filtering, 先过滤) , 单独搜索后合并以及联合搜索. 对于先过滤的方案, 如果具有相同关键词的对

象很多, 那么会检查大量的数据; 对于后过滤场景, 如果要查询的关键词选择度很低, 就难以搜到相应的结果; 对于

合并方案, 其在信息检索重排序阶段可以更灵活, 但是前期的搜索阶段会有很大的性能开销; 对于联合方案, 那么

如何设计高效的索引是很大的挑战. 除了根据实现方式上的分类外, 从场景上还可以分为关键词过滤和范围过滤

两类, 下面介绍具体的技术.
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(1) 关键词过滤

Filtered-DiskANN[111]是一个基于图的混合查询索引方案, 它建立在 Vamana图的基础上, 包括 FilteredVamana
和 StitchedVamana两种方案. 前者从一个空的图开始进行构建, 其通过动态剪枝和标签感知的搜索方法来确定每

个节点的邻居节点; 后者是建立在前者的基础上, 通过合并不同过滤标签下的子图以形成统一的索引. 为了降低索

引大小, 在合并之后对每个点的邻居进行裁剪以降低每个节点的出度.

λM

Mβ

ACORN[112]是在 HNSW基础上设计的支持同时处理向量相似性查询和结构化谓词过滤的索引方案, 它将每

个节点的邻居候选点数量从 M扩展到  , 以提高搜索到满足要求的点的可能性. 但是这会导致索引大小和构建

时间的增加, 为了解决这个问题, 对扩展后的邻居列表进行减枝操作保留   条边, 其余的边在搜索时通过两跳邻

居获取, 以平衡索引大小和搜索效率. 实验显示相较于 Filtered-DiskANN等设计方案取得了 2倍以上的性能提升.
UNG[151]是一个用于支持带标签混合搜索的信息框架, 它将数据根据标签进行分组, 然后通过有向无环图来构建标

签导航图 LNG来刻画标签的包含关系, 在此基础上利用当前的图构建方法对每一组数据分别构建相应的图, 最后

通过跨组边来连接不同标签组的向量实现高效的搜索.
此外 HQANN[152]同样是一个基于图的方法, 在邻近图的构建阶段优先链接属性相同或相似的数据点以保持

图的连通性. DEG[153]是一个面向多向量搜索的方法, 同样是一个基于图的方案, 它通过逐点插入的方式来构建索

引, 并通过贪心帕累托 (greedy Pareto)搜索方法来获取候选邻居集合, 采用动态剪枝策略来选择邻居节点. VBase[154]

是一个微软开发的基于 PostgreSQL的面向向量搜索的数据引擎, 它提供了用火山模型执行查询优化的后过滤搜

索方案, AnalyticDB-V[155]是阿里巴巴开发的向量搜索引擎, 它能够根据查询优化器的代价估计选择合适搜索方案

执行混合查询. Milvus[1]等向量数据库都提供包括前后过滤等一系列相关的方案来支持混合搜索.
UNG保证了在搜索过程中不会访问不能通过标签过滤的向量, 而 Filtered-DiskANN与 ACORN不具有该性

质. 文献 [112]中的 ACORN-1的索引构建速度较快, 而 ACORN-γ, UNG与 Filtered-DiskANN的构建速度相仿, 其
中 UNG略慢于其余二者. 在索引的内存占用方面, UNG索引占用了较少内存, Filtered-DiskANN可以结合内存与

磁盘存储索引以减少内存占用. 在更新方面, UNG给出了一种局部重构的更新手段, 而余下方法并不能有效地支

持动态更新, 针对标签过滤查询的索引的高效更新策略仍然亟须进一步研究.
(2) 范围过滤

范围过滤指的是要求属性数据落在一个范围内, 整体的查询目标是找出属性值在指定范围内的与查询向量近

似的向量. SeRF[113]是一个面向范围过滤的方法, 对于半有界查询, 提出了段图 (segment graph)来优化查询, 通过利

用图构建邻居节点的性质在单个 HNSW索引中动态分段, 避免为每个范围单独构建图; 对于一般范围查询, 提出

的二维段图 (2D segment graph)来加快查询, 并通过压缩 n个段图来实现降低存储空间的目标. 它适用于指出动态

范围过滤的向量检索如查询某个时间范围内具有显著特征的产品、车辆等. 实验显示其能够在保持较高召回率的

同时具有很高的查询效率.
WST[156]是一个结合线段树和图来实现范围混合查询的方案, 它递归地划分数据集构建索引, 能够根据查询的

范围特点来选择相应的查询算法. iRangeGraph[157]同样是一个基于线段树的方案, 它在线段树的每个节点上建立

对应的图索引, 在搜索时先根据线段树来确定满足范围的点, 然后再进一步地搜索返回满足要求的向量. 在构建阶

段构建少量基础图, 在查询时动态组合这些图生成与查询目标相符合的图来完成搜索. 实验展示其比Milvus等方

案在相同召回率下具有更快的查询速度. RangePQ[158]针对 iRangeGraph难以支持更新和空间占用高的问题, 提出

结合 PQ量化和二叉树结合的方法来设计优化策略, DIGRA[159]通过基于动态多叉树的结构来设计支持动态更新.
SeRF、iRangeGraph、DIGRA与 RangePQ算法的各项均摊复杂度如表 9 所示. DIGRA与 RangePQ的索引构

建速度相对较快. iRangeGraph 与 DIGRA 的索引内存占用相仿, SeRF 略小于二者, 由于 RangePQ 结合了量化技

术, 其内存空间占用是 4个方法中最小的. DIGRA与 RangePQ提供了对动态更新的支持, 其中二者的各自的删除

速度都明显快于插入速度; 而 SeRF与 iRangeGraph当遇到数据更新时只能进行重构, 不能很好地支持数据频繁更

新的场景. iRangeGraph可拓展以支持多属性范围查询, 而余下 3个方法并未直接提供对该场景的支持. 查询性能

方面, 由于 RangePQ引入了量化技术, 其搜索精度会稍劣于其余几个方法, DIGRA与 iRangeGraph在高维数据集
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上搜索精度相仿且都优于 SeRF, DIGRA在低维度数据集 (比如 SIFT)上相较于 iRangeGraph表现更好.
混合查询受到了越来越广泛的关注. 它能够提升信息检索的精确度和灵活性, 满足复杂多样化的搜索需求, 提

升用户体验. 如何支持高效的混合查询是向量数据库的关键问题之一, 探索更高效的搜索方法以及支持更多种类

的混合查询具有重要意义, 未来需要进行更多相关研究.
  

表 9　4个范围过滤查询方法一览
 

具体方法 构建复杂度 空间复杂度 更新支持
单次更新
时间复杂度

优点 缺点

SeRF O(nm2logn) O(nmlogn) 全局重构 N/A 空间占用较低 不支持局部更新

iRange Graph O(nm+nlogn) O(nmlogn) 全局重构 N/A 搜索精度高、可拓展支持多属性范围过滤 不支持局部更新

DIGRA O(nlogn) O(nmlogn) 局部更新 O(logn) 搜索精度高、更新效率高 空间占用较高

RangePQ O(nlogn) O(n) 局部更新 O(logn) 空间占用低 搜索精度略低

 

 3.8   理论分析

通过对近似最近邻算法进行理论分析, 可以帮助我们理解算法性能的边界, 指导算法的设计和优化以及揭示

高维空间的性能, 避免按经验调参的盲目性, 为系统的扩展提供坚实基础. 近年来有不少工作在这方面取得了一些

进展, 下面我们进行介绍.
首先是面向图构建的理论分析研究. 文献 [160] 研究了基于图的近似最近邻搜索的理论和时间, 重点分析了

高维数据在稠密情况下 (d << logn)的问题. 在图的构建中, 会通过添加长边 (long-range link)来加速搜索进程, 该
文献理论分析了在图中添加长边对搜索的影响, 指出当前分均匀的添加的策略优于随机添加. 该文献还对当前以

best-first-search 为基础的束搜索方案进行了理论分析, 指出当前的搜索策略有助于减少图的度数, 进而降低图的

复杂度, 提升搜索性能. 当前理论依赖均匀分布假设, 未来需扩展至非均匀分布的情况. 这篇文献的理论分析为基

于图的近似最近邻搜索提供了理论基础, 帮助我们理解图的构建和搜索过程中的关键因素.
文献 [114]系统分析了主流的基于图的方案的在最坏情况下的性能表现和理论局限性. 它从慢处理和快处理

两个方面来分析当前的基于图的方案的性能表现, 慢处理是指在图中为每个节点添加邻居时考虑全局的数据点,
快处理是指先随机初始化图, 然后搜索部分数据点作为候选节点从中选择相应的点作为邻居节点. 分析结果指出

除了 DiskANN的慢处理方法能够实现多对数时间复杂度之外, 所有的方法在构建的数据实例上都需要线性的时

间复杂度来进行搜索, 但是 DiskANN的慢处理方法需要 O(n3)复杂度, 在实际中并不适用. 虽然算法的实际性能

依赖于数据分布和参数设置, 但是本文通过理论证明与系统性实验, 揭示了 ANNS 算法的实际适用边界, 为算法

选择与参数调优提供了重要参考.
其次是查询难度分析的研究. LID (local intrinsic dimensionality)[161,162]是用来衡量数据集特征的重要工具, 其

结合数据点的距离分布来获得分析结果, 可以用这个指标来判断数据集进行近似最近邻搜索的难易程度, 文献 [10]
给出了一些常用数据集的 LID值和 RC (relative contrast)[163]值, RC值是用平均距离和最近邻的距离的比值来衡量

难易程度. 文献 [115] 指出通过 LID 可以衡量一个不同 KNN 查询的难度, 这为我们从理论上对 ANNS 搜索的性

能分析带来了很多的启发和思路.
文献 [116]提出了一种针对基于图的方法的查询难度度量方法 Steiner-hardness, 旨在解决现有方法在衡量图

的查询复杂性时的局限性. 当前图方法在处理某些困难查询时难以获得很高的召回率, 导致整体性能下降, 传统

的 LID (local intrinsic dimensionality)[115]方法没有考虑图的拓扑结构信息, 难以反映查询的复杂性. 文章证明了

Steiner-hardness和有向斯坦纳树 (directed Steiner tree, DST)高度关联, 因此将问题简化为 DST问题, 然后利用它

的求解结果, 以有效地计算 Steiner-hardness. 实验显示与 LID方法相比, Steiner-hardness更能够有效地反映查询实

际代价.

 3.9   小　结

面对高维向量数据高性能的要求以及复杂业务场景的挑战, 学界与业界推动了向量搜索算法在多个维度的持
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续创新与演进. 硬件加速技术 (如 SIMD指令集、GPU并行计算和多线程)为向量搜索与索引构建提供了显著的

性能优化空间. 通过并行计算架构和指令集层面的优化, 这些技术有效缓解了高维向量计算中的性能瓶颈. 现代

CPU 普遍支持的 SIMD 和多线程机制, 能够为向量搜索提供灵活高效的基础算力支撑; 而 GPU 凭借其大规模并

行架构和高带宽显存, 则特别适合批量向量运算, 但同时也面临数据结构适配性要求高、显存容量制约大规模数

据处理以及高成本等挑战. 未来, 如何协同利用 CPU 与 GPU 的异构计算优势, 构建高效且可扩展的向量检索体

系, 将成为向量数据库发展的关键方向.
在算法层面, 面向学习增强的优化引入机器学习模型对数据分布主动建模以适应不同数据集的特性, 优化索

引划分以及搜索路由等, 并与倒排和图方法进行深度融合, 以提升搜索精度与效率. 面向距离比较操作 (DCO)的
优化方法的核心思想是通过在距离计算过程中尽早判断两个点的距离是否超过阈值, 提前终止距离计算以实现计

算性能优化, 这些方法通过随机投影、主成分分析 (PCA)、残差角度估计等手段, 对两个点之间的距离进行估计,
结合假设检验等手段, 快速过滤点不满足条件的点, 这些方法是在基于图、倒排等基本结构的基础上进行设计, 作
为插件进行使用, 降低系统的改动和适配难度.

在应对大规模数据与资源受限场景方面, 磁盘-内存混合索引 (如 DiskANN、SPANN)和分布式优化 (如 Pyramid、
Auncel、SmartANNS)提供了横向与纵向的可扩展性解决方案. 它们通过内存压缩、分布式分片、异构硬件协同

等机制, 实现了单机与集群层面的高效处理能力. 磁盘-内存混合索引通常与数据访问优化 (如重排序、缓存)协同

设计, 以最大化 I/O利用率; 分布式优化则结合算法特性与系统调度, 提升全局负载均衡与资源利用.
在人工智能广泛应用、业务需求多样化背景下, 混合查询优化 (如 Filtered-DiskANN、ACORN、SeRF等)实

现了向量与结构化属性的联合检索, 满足复杂的业务逻辑和多维查询需求. 结合向量检索方法和经典的数据结构

来实现高效的查询的混合查询索引结构主要分为面向关键词和面向范围查询, 用户可根据应用需求可以选择合适

的索引完成高性能的查询.
在理论研究方面, 研究者通过建立严谨的数学模型, 对算法的复杂度边界和性能极限进行了系统刻画. 这些工

作不仅揭示了高维空间下 ANNS 算法的性能瓶颈, 还深入分析了如图结构构建、长边添加策略、搜索机制等关

键环节对搜索效率的影响, 提出了如 LID、RC、Steiner-hardness等度量方法, 用以量化数据集和查询任务的内在

难度. 通过最坏情况分析与复杂度证明, 这些研究为算法设计和参数调优提供了坚实的理论基础, 减少了经验调参

的盲目性, 并为系统的可扩展性和性能保证提供了科学指导.

 4   未来研究展望

在人工智能时代, 向量数据库作为关键的数据管理的基础设施, 会发挥越来越重要的作用, 向量近似最近邻搜

索作为其中的关键环节, 将在未来的研究中继续发挥重要的作用. 通过以上的综述研究, 我们可以发现近些年来向

量近似最近邻检索取得了一系列的进展, 但面对以下 3个趋势: (1) 非结构化数据快速增长, 如每天有超过 2 000万
条视频被上传到 YouTube平台 [164], 越来越多的不同类型的如文本、图像、音频等数据会进行嵌入表示以实现深

层语义的表达, 向量数据发挥日益重要作用; (2) 实时动态需求越来越重要, 每天有大量的视频、购物信息等新数

据产生 [67], 要求应用能够及时对新内容完成反馈; (3)混合查询越来越重要, Miluvs等向量数据库将混合查询作为

向量数据库的一个重要功能 [63], 来实现结合向量的深层语义表示以及结构化数据的精确语义以更准确地提供给

用户满意的结果, 当前仍存在若干关键挑战亟待解决. 本节从 5个方向来对未来的研究方向进行展望.
(1) 面向磁盘的索引结构优化

向量数据维度高、数据量大、内存占用高, 当前基于图的方法, 如 HNSW[28]、NSG[17]等严重依赖于内存的方

案难以应对大规模数据的存储和检索需求. 当前已经有一些工作在这方面取得了一些进展, 如 SPANN[107]、DiskANN[36]

等, 未来研究应致力于设计更高效的结构, 充分利用磁盘的存储能力, 设计磁盘内存结合的索引结构, 降低磁盘随

机 I/O的开销保证搜索性能, 避免因磁盘带来的性能瓶颈, 并探索利用新硬件的来提升性能等.
(2) 动态索引更新机制

向量数据的动态更新是一个重要的研究方向, 当前的索引结构大部分是静态的, 难以支持动态的数据更新操
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作, 尤其是基于图的方法, 当前在向量数据库中采用定期重建索引的方案来应对动态变化的数据, 导致开销巨大.
因此研究如何设计增量式的图更新策略, 支持高效的增删操作的同时而保证维持图的质量保持高召回率低延迟十

分关键.
(3) 高效的混合搜索处理方案

支持向量和关键词等结构化数据的复杂查询是向量数据库中十分关键的任务, 在实际中难以用向量表示一

切, 为了满足用户的需求, 向量数据库需要支持复杂的混合查询操作. 当前已经有一些工作在这方面取得了一些进

展, 如基于图的方法结合了关键词搜索等, 未来需要进一步设计高效的混合搜索处理方案, 包括扩展查询优化器的

能力, 设计统一的查询处理框架原生支持各类查询算子, 构建高效的复合索引结构, 开发基于代价估计模型的查询

优化器以实现高效的执行计划等.
(4) 面向压缩数据的检索技术

通过压缩数据, 我们可以大幅度降低数据量, 从而突破内存的限制, 提升搜索性能. 当前已经有一些工作在这

方面取得了一些进展, 如基于量化的方法等. 未来需要进一步研究高效的压缩技术, 针对不同的相似性度量函数构

建具有理论误差保证的量化方法, 以及根据数据的特点来设计高效的量化方法等. 进一步地, 如何在压缩数据的基

础上设计高效的索引结构是需要继续研究的关键问题.
(5) 近似最近邻搜索的理论研究

通过理论分析能够指导算法的设计, 当前的理论研究主要集中在基于 LSH的方法上, 对于很多方法尤其是基

于图的方法缺乏足够的理论指导. 未来需要进一步研究在不同的计算模型下的近似最近邻搜索的理论研究, 精确

刻画不同方法的性能表现, 研究动态更新下的理论, 帮助评估连续更新下的图的搜索稳定性, 研究不同查询实例的

难度评估手段, 为设计稳定高效的索引结构提供理论指导等.

 5   总　结

向量近似最近邻搜索作为向量数据库的核心技术组件, 历经数十年发展已形成相对完善的方法体系, 相关研

究在理论与应用层面均取得显著突破. 尽管已有若干优秀综述系统梳理了该领域的早期进展, 但近年来随着人工

智能的发展, 向量检索得到更加广泛的应用, ANNS 技术呈现出新的发展态势. 本文基于前沿研究成果, 对当前

ANNS技术进行系统性综述: 首先介绍了基本概念, 包含问题定义、相似度度量、数据类型等; 继而从 5大类索引

组织方法来剖析主流索引结构; 进而从硬件加速、学习增强方法、距离比较操作优化、磁盘内存混合场景、数据

访问优化、分布式场景、混合查询场景和理论分析视角分类阐述最新的搜索优化成果; 最后对未来的研究方向进

行了探讨和展望. 本综述旨在为向量搜索和向量数据库的研究和设计提供参考和借鉴.
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