RAE2EHR ISSN 1000-9825, CODEN RUXUEW E-mail: jos@iscas.ac.cn

2026,37(3):1104—1120 [doi: 10.13328/j.cnki.jos.007515] [CSTR: 32375.14.jos.007515] http://www jos.org.cn
O [ERL LA RAFRT TR . Tel: +86-10-62562563

NERZRBEK: MEEEESSBRERI N
LFH, RRA, GFH

(FEARIER:, Lifg 200062)
JEEVEE WMRAS, E-mail: junjie.yao@sei.ecnu.edu.cn

O OE A SRR, SBRAFARBENREBENFY TN ZEA, A TOSHUHBERERGMEER
ZHK BTHFHRBERT A ZUEQ LT, PR TR A0, GFHIBER S HIBBELEE A —F B HR
FHMBEE R, RAERRE R AIREEF T 2L Ad, DA ERIEFEAHEIIRE. RIIHELSE
BRAREHWTBEEDSERIN: —F 0, BEHRQEFREIN ML RN 0, 5 —F5 @, 98 &
MK, MAHFE K soh, EHHAR L AL LR AR TEREMG AR ML LT —HATRE
5% £ %)% &1 (weight residual vector quantization, WRVQ) #94EZ . i 7 kB i3 7 G 5 R ERKE 0 B &, 2L
Bl @ XAEEREF @M EAFR, FRTIREALETOHREES A ER5IMES @, &0T T EfR
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Weight Residual Vector Quantization: Vector Compression and Hierarchical Indexing
Structure

JIANG Yu-Xuan, YAO Jun-Jie, HOU Yu-Xuan
(East China Normal University, Shanghai 200062, China)

Abstract: With the widespread application of multi-source, heterogeneous, and multi-modal data in scenarios such as large models and
data lakes, there has been a significant growth in vector-based data retrieval and storage management. By mapping heterogencous data into
high-dimensional vector representations and leveraging vector indices, vector databases facilitate the unified management of diverse data
types and enable high-quality similarity search, establishing them as a crucial foundation for applications like generative retrieval and Al-
native databases. However, existing vector databases face significant bottlenecks in terms of storage and indexing efficiency, index
construction complexity, and retrieval accuracy. Specifically, massive high-dimensional vectors lead to increased storage overhead and
maintenance costs for indices. Furthermore, vector index structures are often bloated, resulting in substantial memory consumption.

Moreover, the degradation of retrieval accuracy caused by distortion from compression techniques remains an unresolved challenge. This
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study proposes a framework based on weight residual vector quantization (WRVQ). This method achieves efficient compression and
storage with very low distortion by decoupling the quantization direction from the residual magnitude. It stores the residual direction as a
unit vector and appends a weight marker. For indexing, a three-layer inverted index structure tailored to the characteristics of WRVQ is
designed, comprising an exact match layer, a fuzzy match layer, and a search layer. This structure organically integrates asymmetric
distance computation (ADC) with nearest neighbor search techniques to realize approximate nearest neighbor (ANN) search that balances
both high accuracy and high efficiency. Experimental results on large-scale datasets demonstrate that, compared to traditional low-
dimensional embedding models and existing quantization methods, WRVQ achieves significant improvements across key metrics, including
quantization loss, storage compression ratio, and retrieval recall. Furthermore, it exhibits considerable advantages in both index construction
and query performance.

Key words: vector database; vector quantization; approximate query processing

AR, A5 BB R P R e DUR S e 4 m iz % I, A5 A 3kgils o 20U E AU, RS 780k %
FEAR AN QRN AR 35 ] i R 2 I I 5 2 e B B e o W R, IR R AR R B R B, AR T
XoF S5 R () 2 — A B, A B8 AN JER AR EH SR EURHAE, DA RHAT TSR AN L. ) S O e T AR A R A 2
TTZ R, SR RHE R IERE 77178 BT T B AR R 0 T i, I I A R EHOR, N N B4
HE 7S BRI R

TR SRS, MENRIESRRER MO, MERIEEERE T IR MRR6E 71, W m s R
SRR R SR T 1) A R R PR U B OC R B R G th 45 R BT . B O LR R R S gl K, mE o E
TEREATAE A B 5 MR 55 7 TP SR TR 22 PR BRI, 1wt (¥ i) E250R e A7 s T SRR 2 A2 R T I LA R 4k
iR: (1) B SR A2 BRI ARG, 083 51 AR IE D T %, JRTE KRR T B 3 55 e SR (R 4 4
FAS; (2) PRI R BT R G MR B 2k, S EE RS v B WAATHRE B R, 3) Hs s i sk A 15
oA AP R R (P TN G ADNG? S 8

A, W2 TR T 2R o 7 2 DK 1) 52 0 TE R ARSI A7 A RS 2R A v R 1 e e A B A
ARAE Ry — Pl ST I S 446 R 7 R 51 IR 3T B B 2 4R . Xiao %5 N VR H IR13% A5 A AX UKL BE SCRY 2R )7 vk
LT A AE R IO\, SEBL T RER LR U kR 1 2 [, Zhang S5 AN PIFR MR 4 ER G EX R
o 2, F A Ak SRR R 5, ARG T E RN A, R BRI BT A S v SR T
WE7T R, LEAMNATE -2 RR. 50, B RN REEAESBUS ZEMMERRIL, F158 KRBT AR E
FToRG RN RIA L, Bk, RIIMERAEFAEABONER, NWAAHFEY 2, FLw SOE A L 2 seimf 2K itk
b, EAGALIR ) RAG A L, BRI 17 2 FE I 1) 2 450 i B s i .

B35 DA XE A, ASCER T — A E AR Z W 2 210 (weight residual vector quantization, WRVQ) 777k, B TEfi#
BRI AR S5 46 B3 A 2w AT i 5 A0 2R 1 . AR SO DA Sk A AL RAE . A7 R 51 A AT RLIX 3 A4
WK1 R FER ST, AT T IERL WRVQ SR I = EEHER 51 A ——FEfAUCALZ . BOSIILRE
FES5HEE W RICE T, A4 E XS FREE BT (asymmetric distance computation, ADC) 514848 2R,
SEHL T R HER R S AR R A IR R R AT A R AR SO v ) B A SR U iR IE 4B (approximate nearest
neighbor, ANN) #2270 25, M@ 2R T I W =R AE, SRR LR, B EAERIR R ER TR T
1 BB AR FUAEAE, TR IF STRFET WA [0 T2 4 5 U I 5 il B A ERE, BRI T R A R RiEE S IE R,
A R ER A T — e P

1 HAXTEMERHS

1.1 EERE

A G5 1) SCA N TR S8 5 A RN A i AR, R 5 74045 word2vec™ Al GloVel™. i #6458 /3 il R 3 T
FE R R I GE T Dy R R T 2 B R T vk, AH T 2 0 R SOME R R AR, R AR LA HR IR 2 1
MIELZ R, Transformer 38 13 85 L 752 G i) 2 R ARAD 2%, 4 4RI SGHE AR NS B8 5 7 BB FE A0 ). VR Al
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i BE 5 A7 2 OGUE 1N SUfF I, T AU i R BEAT 5 AR S, R IR AT TSR B SINKIEIR T 7 AR o

: E2 %6 : FA B 1: iR NZRAE : Bk 2: R 476l : Fr B 3: AU 3R U OKIEEHA
I 1
o ' | LD : HiFE : & !
T AT i : : s i : :
""""" | GEmE | EMEE
1 1
[ 1
T R AL R SE T SR AT B
BRI
B P (Layer) I %
((Eue ] = [muwm] LR (Layer2)
TNRZEAR HERICACZE BRI R 3 73 G Ac 4 2

K1 T REERAE A ER I A R A

BERT (bidirectional encoder representations from Transformers) {E A4 V2 {f F { SCA R AR AL, R 3T
Transformer 45 F4) (RIX [ 4 #5322 7, 51 A R RS (1 W5 BS TN 4 S5Emes, 7 1 818 5 A BT 45 IS T RarFiERg D
InferSent ¥ [ 285 5 #HEFE 77 vE 5] ASCA AP, T SBERT (sentence-BERT) NI S% I 25 4= [ 48 Al = 75 A 2% 45 44, LA
A LA TR SCE SRR TN, B I A A SR AT LA L e Ab, I — SR AU B AT L S ik, LR
R A SARALREAT I S OSCARK o po 1.

FIFH R BUE A B 5 IR SO RR AR 7, 18 2 I NRAERAKGE SCA . U S5 N\ WL 21 e 4 1) 22 25 (] 1, DA
Y ERLARUER 2R 5 2. Gao 25 N MR ) SimCSE W3 —45 5| AXS L2t SIHESE, I Dropout F % IE41,
B2 IEOR T A) T HRNTEE SR % ERIERAERE /1. OpenAl 7 GPT-3 FFHF i ) Embeddings API, ¥ — itk
TR ESCAR N KSR, N TR ST RS, 2RSSR CLIP i X b2 ST A
GRIEG 5 A GRS A, A AF S B ASAS R O T RE . i i B R S AU SRS A R S s AR Ak LLM R
PR DUNEXHE AR . 248 5 KA e i b 7 sk U4
1.2 [EEXEEENEG

SR T T R e A, R R R AT AR B T S ROR R i, B LR T PASE!®! A
AnalyticDB-V!""), Facebook JF& T Faiss'"® LASCRERI LA A S iHEL . B AIRE 2R, b ob, SR PEI6 2 = 4 Zilliz!"™
A Chroma® R EE T % [ 1A 11 S 50008 22, LA 2 AN TR B FF 35 (1 75 K.

H A7, 1A & 0 BT 2 A 2 1 e s N e A e s Ol R R s R RN R e, T
T HOE, JEE<IE— J1Y) (tailored approach)” it 5 ) B # B4 % 40,35 Faiss. Milvus 1 Chroma.
B IR T MR A R SRER, RetS s E B A IE B SRR 1 RE. AHECC T, 8 AL
I8 e M AL DA 2% R B P (U0 PostgreSQL) fYEERL 4™ i€, LS HF ) B4 4 B, I 1Al 7)) (one-size-fits-
all)” (¥ e T+ 285 *2), 41 PASE Fil AnalyticDB-V. 3 S H{HR 2 () f0 345 75 T Al i 48 13 e % SR e P A 25 R G,
MR R Y, B A MR ED e, HREERINS, B % — 1 KRR PG 4 oA, 2800, H T
LA O R A, P i B B 2 A i R R 1) R A B T AT RE AT AR R RE I 2k .

TE ) SO FE T 72 TAE R, M EAR R FE R OHE R . o, KZHOERIRITAT (ANN) R HIEE T
F T 1) B RAE KR J77%: (embedding-based retrieval, EBR). 5 AR 5 3= R H 1 2 A1 %I 4 F AR BAT [H) i A B
B, RTHE 230K, W1 KD-Tree F1 K-means Tree™™. I/ #BF 78 I 5 22 b OG3% 3 T 2401 7 i (1 IVEADCP,
IVFPQP™), i ik At Ak i 17 5 2% 51 1) o (¥ 2 0 TR AR TR 2R M R DA ST B U i (n INSWPY), i ik
T &R 5| 454, 4 R BRI 7] 52 44 FE BRI 2R X 4 .

B HR A 2 7R SR B W, B 50 N ST KA [R] SR AAS (] 00 ) Hicai SR AT T R EAR R, B TR W
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BRI HER SRR P20, Hirb, Subramanya 25 A PUZE R 5| M @ FE Rl 2 SIS RN, BALAL 2R )
S 7, M B v 3th 5 o7 25 40 17 B RO TR A (X R, 2% 5 S AR SC IR T3R8 T B . e Ah, RIS A PRI T
— P BRSO AR R 51 7%, ABRAR R 51 4597 B 5 B ) RS . IX S 90 R o ) e HE R R R AR T
JICH, AR KR — BB T Rl
1.3 EEEK

M= 21k (vector quantization) A& T kb R IR 2 18] (SR AL, 450 A2 10 S N EHE NS (B =, BENE A SRR
EERTT A, T b, EAL AR ATy — A R 8, FAE R — A o 4 1) S s 21— AN Bl =4 ) 2= 25 ).

xeRﬁaqe{qeRﬂi=Q1 ..... k—q (1)

WAL o RO, TR OIS KN kBEFRONIEA KN, TESERR B b, B F 5 — B3R E [ R OR
877 LI R BR P, B B S0 SR 2 A 2R I 2 TS AR B, WA 2 A2k &, DA R R R
il ETE=o

FeF A (product quantization, PQ) /& —F LB KA & 24k J7vE, Hoz.O B R &g = Rk S 24
4E 123 18), 00 BIXHEA 725 AT Bk, B 28, AN A B ph AR 4 728 1) B AL S TR i RS 4L A R P71, 72
Fhb b, Ptk e E AL (optimized product quantization, OPQ) il i & /Mb 25 [8] 43 fiff iR 2= A R AL IS AR 22, i — B4
16 PQ S 1K 43 77 2K, AT PR Bk R BB ko, BB (additive quantization, AQ) JeiAfIR4E 125 Al 2 Al )
FAME, TR BeAk ) B 5 SR T B 1R 55 X, DR R B A aR e b )

[T, AL AR TS A I Giad R T A 253 1 1t B AL 28 2 A B2 M. 100K 8 B VR, VI 2k tH e B R L &
B DA AR O, T SRR R R, — 2R 5 G 10K FH 2 T B YR Bk 22 I 26 MR, g A gt
AT, AR SR AL OR B2 b, SO0 045 & T M 2 S B BE R B8 5, MRS A S EGIAT Ak, (AR A
TR N RS, AT BT 1 B 3 A A2 A B ) PO,

2 —PREERNELRIERA

AT T BN AR NI B 25 R AT E O R A BT S S, AR G R R AL T R, R R AL
LY EE R KRR AR/, BT ) S A S 9 B ARG 3R R, R I T ) e 2 e B R i Y
FEA. IR, FERZHAE T, FEAH R /N /N T B 8 R, 3 B0 ARE FERUIC. 33X — PR 3 2R T4 PR %L
TS A DA 7R 2347l BB 23 A0 B AR, MATT RIS 1 S R TR

B3 3R ), 5% 2 ] A (residual vector quantization, RVQ) #H 7 —Fh et S mg. RVQ @it 51 N bk Z &
PR, A JE 4 ) B AN AN bR AN R 3 R, T T 2 M 7 ) BN LS B, M b Bk 25 BT AR, RVQ
(B AR AEB LTS IR 52 RIS AN 2507 AN s, HBEE TS A JZ 50 (B0 RVQ TR AR A3 I I, EAb 2 iR &
ANET B Gt R B, — SSRE AT 22 iE R T AAHEFR BT A (LBS-pruning) F3ERT 2L (early termination, ET) LAk A% A
YRt RE, DA B I 450k BY, (ER e 7 vk BRI T T R A P IR, 1R R AR A _E A v B 400 2K s ) vl A

AL T — R R R R TV, B TEEN AR G e R A T R AT I AT AL S k. T VR
7= M AL A L, B SR A R MR R, I R RVQ TE 2 AR IS AR 26 7T B (1 i) 5.

AT T VQ M PQ i st RBR I, RITE Ak F2 AT B 5 B AGHIE £ 2. VQ il PQ A TEIE
AR B 1l CRAF RN 1] 2 2 [ 1 s AR SR AR LA RS, 849 A 5 B3R 7R 7R )G B ) A 3R AT 55 v G 38O B A1, T AR S
WINEE AT AR R TR AR BE T IRONRHAE, (58 B8 08 ) B b R AT S5 4RI TE T S STHF. A, A5 IR AE TR K
R AT T ARAL, B PRLE CRAR R e AR B 2R (1 (R B, SHfe il &1 Lh ) & 3.

2.1 [EEEE X

) E A B B R S N ] 2 2 [A) R o R SR 9 X3, JF AR X 70 B — MR ME RIS 2, AT
S B R T 2 AR A T s MU R R T i 5 AR R R R BBGR 22, (R LG IR R R v]
Befr B IR LG HAR I oS B, M s A 1 32 BEHRARAE T 75 24k LU AR 26 2 (W ISP A . B i B A b T DA 2%



1108 HAFFIR 2026 F5F 37 AF 3 A

FEARA A AT S5 RRAR, (BT BE 22 51 NBUR R S5 0%, AT Bae ARG 28 sl S A M 28 00 3o 4 ) A 0 T
BAETT 1 R, B35 S0 SEBR AR
Z ] RRR] LA SE SXON: FE SR TE I 1) B AR A0 A T, SR — A SR R I 1 o B L R 43 DX 28, AR Ak Ok B/
. 8, SRR B R (R B R (I BR L BAS BE B BUR SZEE B9) BEAT A &, DA R &AL 5 1) A B AR AU
AL 06 ) 5. G A R 408 2803 RS 28 Wk B 2 TR BUBUAT, S ) & A 80 T v ) S ) R
T SRR A B R, B8 AR R, B, B RR AT DU — A i B K e e 1
fh =y B8 1) BRI B, A5 AR A A e A S 4 ) 2
q(x) = f(cii,cajs vy cu)s Cu €C, 2)
H, x REFIEFE, c IRRH n MEARNE b ANAE. C, FRoRE n NMYAM R 20, BT s &
A
C,={culci €R:i=0,1,....5-1} 3)
FTREREA TR VIIR A L E— MR SRR EA T B, B A RN 2 2B AR
SE SR
XrvQ = C1i+Coj+ ...+ O “4)
X TR A A R HER VTG, FAT1E BB (quantization loss) HEATH# &, T K/NA m HIEHRSE, Kl
PRIy BEA ) B iR 22 M

1 m
loss = — = xuill2 5
0ss m;nx, Xl )

B T HERR AR, S AR PP I B B AR e — . BRATTER A B T REM I A 1 &, (R ORI AE R L.
ALK R AL LR W A5 FE RS AR/, BT AS B RN S8R N K. BRIk, Hedi R oy IR g A R 4EE d

A B A FE n fAEEAE:
d

Cvq = 7 (6)
22 MHFERENENIRE
NFE MBS RRE, RO 2 R AL (RVQ) R 2 5 B A 2 rh B A B AR Y 17 A, A SC I8 2
e — MRS B T, DARTE R, JEM IR RVQ 75 5 SLAD A I 2RI 4ERR 5 m AL BCR. 1% 077k 156
SAE T 0 R 22 ) B BE HEAT B A A, DML B AL R, BeAb, a5 22 e ik R AL T B i AR I 2507 5K, T
CAE 2808 0 I 255 SR AR B BTN R AR 2, MMt — 54 i ik s A
BN ZE B AL AR B B AL ) B, LA RS BT A AUE B B AR T B, X — IR AT Do i vepE
RUHEAT AR RE: MR E BRI T B 5, FAC B HEA PO 5E 1), B 75 (ROIE A ) S TR 22 I e ) S n s 1
Pz T A BR T b I — 4R, R R R, A BRI R W R A B T30 RVQ BRI, JFI
PR A BB RCR.
len(quantized,,,) = len(quantized; + d;xresidual;) ~ len(embedding) = 1 (@)
WA (7), xR ER EEL (RVQ) H1, 5 i M EAE N DRI quantized; NI &AY H ¥R A% embedding
Yo, Rk, R R A A5k 2% B & residual; I, AV TR T MER, MEKEER 4 £
FERE E AR m] DLTHSEAT 2R, 8 N AN AL R B M R, ZS K AE R RE & S8 — e R BUR, (H1E
H A R /INTET S I V90T, 335000 a2k 9% A 77 1) B M8 42 T A A 1 4 Jmy B AL HE A 2.
9T 76 A B S X — R, IR B R A F R R R A (T ) e BE R I I B, AT AL
ot Tk R R T BT, AR RS, AT IR E M ST 5 — (A2, AR HEA A B AL )
=, AT 35 R AR RS AR ISR /R . R AL T 2 °F, AN AE A R 22 A & 1) 7 [AME &, T AMG HK S B
VER— PTG i, A ARSI — AR ie A, PLER AR % ) B i e PR, R R A i 2 K . IX—



TIFHF RERLAET TN ATAE LS ELTIEH 1109

SRS AR 1522 1A B AR HEAL, SRR A SRR INAG S, AR E AR C 5 SR 1 I ERAEGE R, A% %
N, 0T Bz s A, WRVQ #4638 ] IR i R

q(x) = Z quantized;x l_[ d; ®)
=0 J=0

AT M IS T I XA ZEREAT GO B, IR P A R ZE K ORI 50, FER A ZRid R v, AN 5 22
DX BAARTFDT BN R B B 22, IR 3 0 0 1 AL SR SR I AL RE 7). BN SRHIA2, 12T i A ik 7
W ARSI N, A i PR 5k 22 A ASHBROR B i ) il AL S X Ay 3K, B A A Bk — SR AR TN AR R R 2 )
exs g, Wit KAl 7 X870, i m, BEE BRI, JA 2 40 K EEIZHT b, BRI RGER
ZE" B R 22 BV — A1 DU .

FE I 7 v SR SR 17 R R I R 2 AR A v 2 90 38 5 A o I8 4 1) R, BRATTAR I A SR A AR iz ik
P RNZIA B REAT AR e, BT SRR A X N PR 4 TR R AR N, S A9 B SR A6 ) B IR, AT
WA Lfif ik 7158 RVQ J7 i sk i, BIBEE A AKCR I I0, EALRE ) T BR A AL Bh3EmE 25 48T T RVQ
A AR 2.

K2 7R 7 WRVQ AL ARRURE. FEX f A 1 ) R AL AT BAL 2 J5, WRVQ 2% AR Z HEAT 0 — 1k
AeEE, Flsbridfr, DO iR T A B AL B BOY AL B L, X TR R RS, WRVQ &AM
B A A M AR 7 B 2, 3 E B 7 R IR ZE IO JEE, T TR €8 788 20 WU s IR Z2 A 77 1), 41 T i A o By — A B )
B OXA TR A ROt IR B ZE R E R, RN B AR B KSR, R ISR E A R, 42T
AR A AR AN R,

i+ B
T O S
ERATE
AR S
400 ] |r’m |’u A8 | |rL ] ‘ i ‘ EEA, 45
e LR v HLERHE
L1 250445 :
|Nrf'”|Nr,‘”|Nr,”|Nr,”‘|Nr,‘4‘|ZVrfs‘| P\lr,[”’”| Nr,‘”'| FE A1k '(;;" el
_Ulﬂ '1&%5&7“?@; e
] “|r,'f',‘ [ AR ] '|.'

IEARIEE (i+1)
2 AEARALK A E R RAE

fE WRVQ BE BT, 8 — MY 4ed 1 — PR FF BN — M%7 3R0R, AR i m 4N d, 1Y
FRIEEN n, AR s. WRVQ HIEAL LI AT (9) Pos. Fimik 5l AR 22 1A & s (RIS L) it
AT, SEPL T AR S8 RVQ BE m OB IR L. ATV J& T 07 1) (PR i fe k), thafe it 1K BEAE 2. a4
A F KT, WRVQ HEALLLIA RVQ I 1/3 Zida, EATSIR AT LUK e 4k 1] 2 AE 30 AR R A 0L N 48 el i
SRR,

d

_ 1 9
WRQ = (16 + log, ) ©)

3 ETNEEURENRSIWESKE

31 EMRHERERESEHE
BAAE A B AR ALY R PR B 5 PR 7 AR FREE B 15 7 v, B S FREE B 115 (symmetric distance
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computation, SDC) H Fi A [F], FEHE S A HEAE W M E LT 2R E, MR EERmES CEdmiS e
R B 7 7 O R SR Ll B 4R % & (approximate nearest neighbor search) 3735t HF, FATiE R ADC
SR, WA RAE RS I A2 rh (0 e 2 11 B R A
SDC: d(x,y) ~ d(q(x),q(y)) (10
ADC: d(x,y) ~ d(q(x),y) (11)
RVQ F1 PQ 7EFH 25 115 A 118 35 2 X SR ILLE R PR 25 A0 L2 BE B I H 52077 . X F PQ MR A 45 R, T LLd
T BRSNS B M B B RE S, K SR A Sk, T DUR RIS B AR ID S Bl m s A R .
T PQ KM TR EAI J7 2, v B AR (5 HL =
e RVQ HITEHL T, AR Lhd i S ph vt 5 & s b ) i I SR AN g i R SR8 W ARBE B9, (R THAR L2 BE BT,
RVQ RIH —E A . XA M S FRIFEE T, RVQ fEAE 2N EAB BN T, 014 PQ K B R Fl it
L2 PERS. SEIB A, I S N MEER IR ST R A S, AR A SO AR YUX — I, TG 5R RVQ TEBE BT
JITRE ST, RS TE L2 BE BT P R IUG B MAER AN 2 X — AXTE T H LRSS T RVQ MR EEE,
MTEREN TAE G T HIA L.
76 RVQ M &= F, % R S B H AL I BE ES, AR5 K e AR CARf e S BE S R N ARBE B 11t
FARMR, H L2 BEES  ELAA D B, R ks, 17 0 0 BE B v U B AT DA e ax A B

d(x,y) = llx=yII* = lIxlP + [IylI* = 2xxy (12)
T RVQ, FIRARXEHN:
d(g(x),y) = llgOIF +1yII* = 2g(x)xy = llg(OI + Iyl —22 Xy (13)
P
XFF WRVQ, ik 2 A4 Jy:
d(q(x),y) = IIq(X)|I2+||y||2—226iXyXﬁd_f 14
Py

TEIXANA A, FATAT LA SR FIEE 1 0] LAEZR 51 A g b Rt e W0 15, 28 2 TOUE 48 2R I i o A 2 )
2 R T E IR X AARERATRE DL 7155 N R E RS A [R] I [R) 52 2% 58 L2 BE .

TEMRUR T IR PR BT A3 A M 5, RATERIL, AT PQ, RVQ B — N EEM S, B
HAGEAMF. BIETE OPQ H, BTG5t B 4EE A, SBULZ Z B HA e M EE, BARREEE — 2 mF
175 2. AR, RVQ EIX J7 [H F2 D15 58 Ry e, RVQ MRS 728 B 4B R T — AN 5 B4 M A5 B0 D 7 AR iR
R —AMBE AT, BATTE RIS AR PR T — NGRS FE I P S A AT A R, B R R
PEm. X — 4 S RVQ ER 5 Mg B MR35, R R AR R AR B, RER B8 A s AR 25 R 2.
32 EHESIEE

RIS, AV, S TARM k< n, 51 k AN 0T LAE B A G, R n—k A5 0 Ko A 5T
TR OHIRE. X — R 2 2P IR S RS FR T, Hok HA AT ) R TR B i) S R R

FeFIX I, AR T — M3 WRVQ FHEIL A R (ANN) Hik. %R 5B 22 W58 &
ANX IR, FEA ) H L X 0 [ B AR 2 KR, 7E WRVQ BALGRID IR R T, 4 1 MG RonsE G, 5 4260
FMFRRIRZE. S50 IVFPQ BIEAF, £ WRVQ 1, Rk 2 M G810 7 RS A F AR, X —HE
A5 AT LS FEIHER 51— R0 5k 22, [EIR, R0 J5 105k 22 3R s B T AR S24m 4y, BRARIE LT, SRS A% A 2
7RI, AT AT n MDA E— D n EHIRM SRR

SR, S P FEAEDIR A5 7E SE B3 I B AR Y11 25 Ao LLIA 3. 75 5256 o, an S B IR AR 3 H R A R 54 R 51, 38
AR BERN MR TIRIA B A, B TR AR I 25T BETCV20K BT 1) & IE A Mo Rl 40 B B2 A 10 2= TR 4F, %L
PR & SRR TS 2 HEEE 3 BT AN E 2 AT AL XAMUESE RS L R i iR L I
B, B SATIFTEL 3 R G AR R K E RO Flan, 78 10 AN s I R S0, ARAE A LETE 8 MW
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BT R,

BRI, AR B E G005, FATHE RO R 51 2 PR A B AR R AR AR, RATEESRA T top-
k G, DR SR R P RERIRCR.

HATREBEA R B GM k) 0 3 AR, WA 3 B K FULIECZ « BORI LR Z AR 2. & i ) Bt A2 5
W, EE R HILER . ZR AR TAE P A 1 ST AR BRATRA — DGR HAERE, 5 AR
Pk, IAE R AL IR B IR 22, DU AP UL RC T — R 004, JHQIE E— R IEARE. X B R 7 T H
(IR 7, FOOS R A SEBR RN IR 28— B 22 T3 1 M7, JAT 7 — MEHER S, BHRGIREmAERRES
g rh L (R VT E BE R B BT A rp e, IX— P R B AR A/ MY ZE L, TR 15 S R IRCR, JEH IR IRA TS
AR,

r- e T e ep = ———— 1
1 3 . 1
1
LS o ey : R
, ALt (BUMILRER) :
%ﬂ%ﬁﬁv_ﬁﬁﬂ : : T
1 ” 1
#
ANV A /: N T
VA AR~ o | B Ak
= . Yk = g 1 N M Tt
ﬂi’ﬂﬁq:“[) (/{‘EE@EHEE) 1 ‘7}0%@% - 1 '

SEAMEL oo top-k %—2’2-@%
K3 ETREREELNZRISEH

33 "ELY

T ) BB S TUCECZ S, BAVRE T EHER SRS R—258 | EMER.ORIRZE R, S, ik
T B 5 I SO DU 2. 5 AR DG 2 T 7 ) R AN 1, S0 e 4 09 K /N S (1) K /S e A K I R A
AN EE SR, U VG E W] B R XN — MG, BE AT R ECE T, ISR e N B X — R R

YT 1 B E O, BURITLHL Z M8 —AMEHER 51, Bk a2 B AR 2 B, Pk TE
F, XF WRVQ, MWEE 2 M7 I, BERA . XEWE, W™, BIHER I RN RS KEARZ
AWK L, R A SR L. R, BIHEER ST e B AR R, REXMO ki m M RN R, (B
e TE N

T RO — R, 7R B AR R, TSR0 VT EC 2 AR X R BT B A, AT — AN ME R
B4 SR 06 0D A R X R AL S (K 5 22 TR0 B 1 g VR IR AR A X R, (ESER D 2 (1 E 2 B 1R — B 4R
HWREE. MU B, £ 58 1 215G, 2k m s R 2 107 me T TR, N T IR,
BRIV E A5 TR DA R A R 2.

T 3 J2, BT RE A ULID 2 105 22 A Rl AT BE B T 52, IR MSEHIILAC 2 3845 B A i) 898 2E (1 2 AN VE 1 775 1),
T T X T ], 48 2R SRR B AU ) B AL AR I . AR BRI FR A 1 TR,

BR L BEERRMNRIERE L

W AR g
S Il AR R & v,

L. /AEHRILEC =
2. for each ¢ in codebook[:1] do
3. central[i] = WRVQ(c) /TG 0] N2 A 7 &




1112 HAFFIR 2026 F5F 37 AF 3 A

4. distance[i] = L2_distance(central[i], q) //1C.3% B 7] & S5 EAL R AR
5. end for

6. code_1 = find_min(distance) /[#4 7 5 A 1) 5 7R 2 55 L X e v o

7. residual = g — WRVQ(code 1) //TIH 1 |25k 2%

8. /ML T =

9. r = residual x d //¥4%5% 7 Fe LA E, AL E 2 B 2R 51 G AL, AR R ZORG 5 A2 () T FEAU T 15 8 24
10. for each ¢ in codebook[1:n+1] do // VBRI ULHC Z 55 B (1] n ARG A A [ fr G 40 &
11 centralli] = WRVQ(c)/ e 3B G %) B A [

12.  distance[i] = L2_distance(central[i, r) /1038552 S8 w0 ) & A FE B

13. end for

14. code_2 = find_min_k(distance, k) I18 R 5% ZIE B il k N2 =

15. code = [ (code_1, n) for each n in code 2] // it 5L 25 ] X 35}

16. /{4 %7

17. for each c in data index do /i JJ3 345 & 5

18. if c¢[:n+1]in (code 1, code 2) then

19.  centralli] = WRVQ(c) /I FLFL S0 %

20. distance[i] = L2_distance(central, q) // 115 B SLHH 2

21.  endif

22. end for

23. code = find_min(distance) //rerank /7

24. v=WRVQ(code)

25. return v

MEER) EIRATRT DA B, 2B T BOMIILIE 2 I, B R i 54 R EHER AL, R2@id WRVQ &4/
RERTE TR, TR TS s M. SR, 7R SEIe R AT I, BOMITLRLE I TS bR T WRVQ 1)
FEAReE, TR T MR AR, SO VL AC s S A Uy 24/ T 4 R VG, 11 R S 2 B8 e 14
FAEFVERPRAR, (HAEZE 3 S A0SR R b, V1RSI B A I T3 B 2.

TERT (A 20% |, WRVQ & 5| s R i [0 &2 22 B 5 55 F TVF (inverted file) 12 51 45 #0 [A] 52 2% B 0L, 32 24y
3 AER S AETRILIE R AESS 1 AN A B R AW ) & R A T O, X AR I ] E 2R 2 O(logN),
N R T ANREAE RN, TIBORITL G 2 R4S R ITVESR L, I 18] 28 O O(nxlogN), Horh, n AORBHI TL L =%
RLFREARAN . 9 R Z AT BT I 7, X TR R R A 1 &, T2 S E W & 080 RRIEHT L, i
[E 2% O O(kxNxd). Fery, ke R 18 R 200 RIS AANEL, o 2o B 4E [ R/, RIS 4 FR I TA) &2 % JE 4 5
(15) Fioi:

O(logN +nxlogN + kxNxd) (15)
55T H AR R 5 454 (1 HNSW) 177 SRAHEL, WRVQ K5I R 45 (R 8 T R 5 MR R4 RI1Em
FU R AT LS. L IX — 454, RATRE L CRIE S IHEM R ET4R F, RFIRTHERICE.

4 LIS

4.1 BIREEXWRE

A T @ VY EE MTEB S RATHTHE H 19 &2 A RAE VAT MR RUSOR I 454 VP0G . ZEMERE D7 T, 3141
EBESFATE MBRIES . BHTTS. EGALETS . SORITS . BRIE. B HFITEX 7 ME
55 FERRETT I, FRATTNE LT B 43 R AN B R P RE S R, SR 1 TR,
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R RALRE ST VPAS B £ e i B b ife
2% LGS fir ihrie

AmazonReviews

Classification MTOPDomain Accuracy
MTOPIntent
AskUbuntuDup
Reranking MindSmall MRR@10
SciDocs
SICK-R
STS STS12 Pearson
STSBenchmark
Bornholm
Tatoeba
arXiv

BittextMining Accuracy

Clustering bioRxiv V_measure
medRxiv

SprintDuplicateQ
PairClassification TwitterSemEval Accuracy
TwitterURLCorpus
ClimateFEVER
Retrieval DBPedia MRR@10
FiQA2018

HotpotQA

7% 5 T R BT T, FRAT1HS Faiss & 51 FEH Y PQIndex. IVFPQIndex. HNSWIndex. Chroma i fE ¥ 2%
SUWERSHESE, LRGN A HZ, AR SRR, W T PQIndex. IVFPQIndex MM T BRI, I,
I FZHUMRIER 515 WRVQIndex Z [MIf{25 17 52 24 FE AR FF— B 1A TIRER S5500F WRVQ ERIEXIRER
SURSRT, FRATTHE T2t ik ZE 1 LA R 5k 22 0 45 J0 W B 2 o 5 B IX D AR 5 20 7 0% WRVQ EALRAEHAT T
VEATTE.

Sof TR AU RAE e ELMRAT 2%, FATEERF 7 ARPVQM HVEH P91 RVQ. PQ. AVQ 1ERFEZ MRS
To W B2 S A At LA B R UHERE R DL K, vector-quantize-pytorch 753220 PP i) RVQ. PQ 1 2 METR 22 e i
PR ZH SRR Y . 7RI — AT 45, FATME ] Alpaca_data 5 MS MARCO %z 8E4E ARG EE 4, L2480 FERtHR A
FEA bge-large-en-v1.5 JE IR A1 &, (F N EAEB SN, Z G5 B 4 5 HS T BRI T
L.

Xof T LR MR ZE R IX — R A 5 5] O 3, TR R A R R A N SRAE AT I &5, 1T TR 2 ol 5 0
BE A X AT R, TR AT T VAN A & 2 2T Be D) BRIk, AT EAR AT T A RN AR
NG, R U ZRES U BN 1000, X fd 7500 A 11 5 R B 80 4 FEAR PR BUFE T — e U L. (B 5 BL R, T2
B SBAS RIS O, T AR I RN SR R B 7 0, SRS RO MERE =28 T — & M2 . MO 263X — R S5 , B T
BN ELEGE, HEE RISEES) RIFEE RN BIIIRHE R, X 30, BRIVEHZIERN
0.001 FIERIASHN) Adam (R ALER SRR LLARAIE 27 2] SR AR 8 —, MDA SHUE R 4 (REAEE)<256 (15
KRG IR EED) &, BAVE 2124 0.01 FEASET Adam FLA6AS 0B DN se 36 3k47 %t Le. [FB, 633647 100
YORAR, B 2230 1 28 M 5k 22 SR R D A AT B KL

AT A R B S256F- 4 9 AMD EPYC 7R32 48-Core Processor, 344 3.00 GHz, N 174 512 GB.

42 BERSINIVERS T

PATE Sk TR 2 O 5 TC B o) B AL AR X 7 K WRVQ (T) 52T 2R ik 2 o i 48 2% > 77 =0

) WRVQ (L) BRIk R, SHAVR ST IR, R . RSB SRR NE 2 Fior.
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K2 AREERSINENERHER R (%)

LAETE S EGlWIRA HIEIR (Recall@l) BAIFIZE (Recall@5) HIRIZH (Recall@10)
PQIndex (Milvus) 75.75 79.94 80.25
IVFPQIndex (Milvus) 94.30 94.33 94.39
HNSWIndex (Milvus) 95.71 96.59 97.10
Alpaca
Chroma 94.23 94.30 94.40
WRVQ (L) 95.65 95.34 94.26
WRVQ (T) 96.64 95.87 95.03
PQIndex (Milvus) 67.19 70.13 71.86
IVFPQIndex (Milvus) — — —
MSMARCO  INSWindex (Milvus) 90.23 90.98 91.02
Chroma 90.11 90.39 90.56
WRVQ (L) 84.52 83.65 83.02
WRVQ (T) 90.97 89.02 88.87

TEIX—AH, PQIndex. IVFPQIndex W& T RMUMIZE T 5 WRVQ HIHFR 5| Bl id A% B Jy 4 (R A%
) x 256 (ABAAEGE I ] S50, HoR I B ONERIA B E. i A T LI 51 3515 BN BRI B AT LA

2%, WATME Alpaca HIEE LR AE, 7£ Recall@] M Recall@5 T ¥5 L, =T WRVQ (T) HIZCRIIMT
THABE R E ], 7E Recall@10 ', X HNSW SyE3R1 T MR M A B 2R, fER P RATAT LRI, 2T WRVQ 1
RHME 3 AN E R AR R BEE K, R RS PRI RA AT, AUEMH T top-k FykxHikik s BT E
He, AR R4 BB FLRIRATTI S 4504 5 58 K 1) MSMARCO HUR A IR 2R, & Fh R (1 i %
HAF T KRB T F&. /£ MSMARCO 4 4E st sp AT 345 TVFPQ [SL80 45 -, 3 2 Ky S R 5
2R, IVFPQ R 5 JEARE e MM BN N A7, AL, DLEALRAE A E RN WRVQ AR R 7 AL I 2244,
(BT SRR AT 5 B T MR R, JE3RA T B UT MIHERA 2R, 1E Recall@S Tabr L HIBAR B T HAF R

PAVE— 2BV NA R 1) R 5] AR SRR AR, 13k 3 iR,

# 3 AFEFER G 7R A 2R

B E Rl J5k MR (s) K2R A% (ms/query)
PQIndex (Milvus) 152 5.31
IVFPQIndex (Milvus) 4 0.27
Alpaca HNSWIndex (Milvus) 42 0.003
Chroma 844 0.84
WRVQ (L) 5 0.29
WRVQ (T) 5 0.29
PQIndex (Milvus) 193 35.82
IVFPQIndex (Milvus) - -
MSMARCO HNSWIndex (Milvus) 102 0.003
Chroma 12507 20.6
WRVQ (L) 44 5.16
WRVQ (T) 44 5.16

BB R R T MR RCREAT VRN, T Alpaca $di4:, IVE R R SIMERER I T AR,
AL T2 T PQIndex. HNSWIndex A Chroma {8 A} T KBS (A E R 51 . 72 LI R FATKIL, WRVQ LK
Chroma 2 5| FIAE o 1] 55 B0 55K /NN O, IX R B 35 B0 25 K/ MR Bt K, R 5| AR DK 2 KR
AR, (H 5 BR[RIA, S g 516 O A8 K08 2 1R /NS Bl BB B8 N =i 4R 5 2 A 1, B Bk i AR 5 R 4R K
ANIIRE SRR /I, IR T AR 1K Y 3R 5] AT B AN TG A AT S AR FE 3 R T TEAS 2R A U7 THT, HNSW Bk R4S
TERIRS, HERAT TAEF LT K2 REI S0 — 8 M54 ). MER R AE b, BT RS T EHER 5
1B L8, BT T772:5 TVE REURI 7121 () 52 2% A TR], PR PEAS 22 850K (M3 I 1t AL,
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B3, BATEAFZR 51 AR A 8 R BT 7 VFIN, 32X BLA A o5 IR A2 VAR A 1A 1R A2 B 30
6, I Te B R 51 LARBIR A M 5, TR I B M KN TR, I3k 4 .

R4 AFEFERGIITER A BEFECE

EVEIIES R Ik WAFIEEAR 1 #E (GB) EVEIIES Rl Ik WAF AR 1 #E (GB)
PQIndex (Milvus) 8.6 PQIndex (Milvus) 12.3
IVFPQIndex (Milvus) 6.7 IVFPQIndex (Milvus) —
Alpaca HNSWIndex (Milvus) 15.2 MSMARCO HNSWIndex (Milvus) 22.7
Chroma 5.4 Chroma 7.1
WRVQ (L) 5.9 WRVQ (L) 9.9
WRVQ (T) 5.9 WRVQ (T) 9.9

AT LAE Y, PQIndex F1 WRVQ J7¥2: I PN A7 #6352 B4 SR I M 52 A 50K, 102 f T IR B 7 VA SR 7 &=
R HE S MR %0 R S L. BALRESEE RORD A2 it 75K, (E7E AL EE 58 K BUBEIR 4RI, R = S 8— B RE NN
PR BIHER B A AT 4 DU 2 Bl o5 s US04 K, DRI S T VAR AR At AR _F o s 2 DR /N B k.

FHELZ T, HNSWIndex Al Chroma FJ PN A7 Y FE T S0 B A2 A6 A AN BURK. Chroma TE /MU 4R 3
BRI ARG TR K, R H R 5 S M7E Rt SRR A EUS T R AT/, HNSWindex i T-25 T 4545 € 45
FIREATH 22, 2R 5] AR 32 B e T 402 50 R 152 A, T 3F B 1 52 B0 S A () 2 e 3 K o . [ b, RV AR
il AR AN, B HNSW J7iEAR G 1R 51 4 T 2K 8 NA7, S BRI iE Faa B s,

PRI, 768 PONBERERSET, AR 775 (WRVQ) 4R R I H R IARNT 3. WRVQ TEA7-fiEFF
4 ¥ Chroma, HALT HNSWIndex F IVFPQIndex, 3 B HAE K HdE 7 5t T B A& A7 S [ R0R. [k, 78
TR SR R YRR R S s b, BRATR AR T HAh T =R R 52477,
43 ENFENEXENIRERS SR

T HRFL WRVQ X [ ERAE W EARE 71, RATIER AN EARSE EXSABU LN BT T XL, B 4
JEIR T TR ZE R X L TR B AR R B bt SR

0.5 0.5
- WRVQ
- RVQ
04 ¢ PQ 04 b«
03 t+ 0.3
02} 02 t
0.1 0.1 |+
O 1 I I 1 I I 1 1 0 1 I I I I 1 1 1
2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16
Number of quantizers Number of quantizers
(a) Quantization loss (Alpaca) (b) Quantization loss (MSMARCO)

K4 T2 = BOR A 1 B AL S e A a4 B sk

TS5, FATT AN FIRG A KR L T (K A B8 3047 WA, 7T DA H 7F 28 M ik 22 SO 1 D AR I 250 VAR I
PQ HIE I IEA BLAT It 5 A A B B 4 i, BIAE7E 8 1 16 PIRAL AL BRI L T, PQ HIB ALk AL A 0.03 £
FHIRRAR. FLLZ R, IR T RVQ MIZ7VESRAG T ELBR 4R T, (AT A SRAF AP I 45 T, 1X 52 PR T B s
AN ms. AR E 13— 3R 02, BB T ABCR 380, TR 1 — B, 548 RVQ Xt i) (K A0 BE 1 3 THZ i 53,
M WRVQ IR % AN H AL RE 13T, 75 15 1A 2] 16 I ARKZE (b f, RVQ HIMEREIR T LT Z s Rt B
WRVQ H8R345 7 0.05 £ 4 HI$R Tt

BB AL AR A S5 R ARG AS B R R KRR T, R 7E 16 TS AKE AU IE I T, Alpaca FI%H 421145
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TR 17 s, T 20 f5#dE 4 KN MSMARCO [ ZRE [a] 41X 223 s, i

RN
TR T 3R 22 i 5 e W B 22 5

RAFF IR 2026 F

% 37 5% 3 H

ARG AR €5 T RA A

g s LA, AT FIRRAE I P A ot £ b AT 1 4 o LA, o e, FRATIBELA:
Jl T Ak AR RO A B RO R B AT YNGR, 2 I R U Rl OB R AE P A Bt S _EHEAT VPG, 23X — 80 0), #

ARSI RN 1B B K 64. &5 R UNER 5 Fiws.
K5 JELFTENEHENSENNEEEE LELTIR
) . BB

Huir e WA H 2 4K 3 WA H 4

PQ 0.0171 - 0.0091

AVQ 0.0163 0.0126 0.0089

Alpaca RVQ 0.0169 0.0131 0.0092

WRVQ 0.0009 0.0009 0.0009

PQ 0.0172 - 0.0092

AVQ 0.0164 0.0127 0.0090

MSMARCO RVQ 0.0170 0.0131 0.0092

WRVQ 0.0009 0.0009 0.0009

M 5 HTATRT AMLEE ], WRVQ TEBEHLEE I ZRIOTEOL T, X & A ER LR ALRE Tk B 1% ®KCr,
R ZE AR ) RVQ PR AR R B Al 8, HB AL R FRRE] 1 1/10. /325 T WRVQ XA A 0 — AL i 48,
FEARRS A1 DL TS REAHE A EE BORCR, AR I 5, HAR SRR AL SR AR A A BB RCR. BT 5 7T Bk
B, 5 2 i 5 0 B 2 2D S 0 B AR e P B ZE R X EL AL AR B AL RE ) B T AORIR R 37T

ZJ5, FAI5 0 P B SR AT BER LR, &I T 1000 SFEER A A I ZRERAEA RIS A 2 B 1 L B 0 &
AR AT I ZR, FERT P Bn Gt AT AL, 25 R0 5 s,

10°*
Il WRVQ I WRVQ
53 B RVQ | RVQ
PQ :
52 L AVQ AVQ
S5t S s
5.0 '
4.9 A . A ’ .I
2 3 4
Number of quantizers Number of quantizers
(a) AlpacaZi i 4R b S A0 ALK S AL 2K (1 521 (b) MSMARCO¥HEAE b B Al (37 %o B8 Ak 5 2 11 5 1)
51 10 10
' Il WRVQ B RVQ PQ 60 | HEWRVQ HEIRVQ PQ
3
Code blts Code bits

(c) AlpacaZitis g [ 4 tith o) f A 45 2% 1 52 (d) MSMARCO%HE4E T it i 5 A 453 2K (1) 5 1)
K5 AR AR R PIHEE Zm A 8 A SR 4L LI E ik
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FEIE 5(a) o, FATXFLL T 4 FhEACSSAEAR FIRG A RN (32) F, A RIS A KR 7L PR B 4 B TERE R I, K
Bl WRVQ AHRX SRR T 54 R DL, (B S50 B2 AR, RS AR I 5 (e SR P e bR, 322 TR RS AR K/
N FEEA BRI BA PO RN, X R BURA S R ZEA K. AER 5(b) BsEirh, WAVRL 79 A%
HBHCN 4, MBI RS TR NS A KN IEAT R, YA TR RIS A RN (2°-2°) T RAER I ERE, FTLLR
Bl WRVQ A LT [A — A I 2507 A Ho A B AL 833k 45 7 38 2 B3R TF. £ Alpaca S A SRR, XA TH
£ 256 AR/ T HBL T 155, WIAIZRE QAR E] TR0 2], E MSMARCO #fE g, $#27H4E 512 A
KANTFI G, mAAEMFTEILT, WRVQ E 78702 IR 345 1 10%-20% FIEAL IR/, REMS S n v i
TR A B RAL.
4.4 BUFRMENFRMERNERERS S

KRGy A, BTV T MBIV X T LA ) R AR BEAT T IV, PR B AR R AL #E

WAL RN AAEE 6 Thtb AT 7 o, Wbl DL Y, JRATI BRI AR 7 BUE S5 Th s 1
P B AR 25 2R AT R, 42028 BB T . BRI 73 AT 55, BRI IFR B0k e
FEHEEREIL T, BAFRORFL AR B i A RA R R PR RE. SR 10, £ H A 3 BUESS (KR . STS A BittextMining)
o, AL SR AA R A] e 2 S BERORMERE I RIE T B, X AR 55 b, BA TR AT BT B0 T Hfh R AT ik,

1.0 B bge-baseline
2D E=RVQ
0.8 afl=]
' “‘ *.| =3 weight RVQ
5 |
2 06 |
S
A K.

04

XXX

02

<X

|

0

D
.

S

Q

1.0 [mmm bge-baseline
E=RVQ
0.8 ==2PQ % K
. =1 weight RVQ @ KN
Sl N
2 06 | % K3
s X X
3 <) <)
3 Sl N
04 004 b’4
1 NS
02 | Sl NS
<) BNES
0 X
&
‘271\000 < .
S Q7 % & & &
6‘§\ & & S vo%\ N &s.%& S
& & & % & O & oF
¥ o o <« ¥ ]

Ko #&EiRALE MTEB FIRAERE 7

45 BUFMEEEBERIWLERS I

N T BB PP WRVQ J7AAE SRR Hh 3R 5 RE 7, RATR JLAE R B 51 M a5 R Ik R e Bl ik
ITT RGE. BRI S, FATRAAR FER 2T WRVQ Z 51 BEATHE 1 w4l N\, 10 &AM R A X R
SV LR INS 18] 1 257 CUDA A AFTEAE. BRI Rl O Bt A N (0 1) B, 2 SO HE U BRI (s), A5 Nl B 77
AL (MB). O 148 R 28 51 8 B R A PR REAR AL, 45 R DU AT b B4 i U,

W 7 IR aE R TR, BEE AR N B4R T, WRVQ J71: 1 2 51 18 5 #5 VE 7E iF 1) 0 2 () P4 _L 3R I
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HH R AT 2Rk nT ™ e 1, JC I R M B SR BORAT, S0 UE T WRVQ A1 5 2 51 g I R A I A

KPR T2 EADUE M TR R 5 VI, RRERS A R MU A B s I e JR 5 3h &

BB R BAE SR R G rp R 13X — B ARAL T V0T SR B (K A FERE ).

ST E BN RN A ARE (s)

0.084 F 2.00
W i A R
0.080 © '\, CUDA W LR 117

4 1.50

)
=)
~
0.076 | G J_EE
A

0.072 Q 125 <
& 8
0.068 <<( 100 2
0.064 i§( 075 &
Z
0.060 \ 0.50 <
> G
0.056 025 &
5000 10 000 15 000 20 000 25 000 B

A £

K7 ASFEEAL AR R AL S B G RN ST

5 2 &%

5 1 2 O£ N SRALE 1) 7 B2, A S AR — b B AR AE

AT TC 5 FE R RS 1) B K8 14 2% 51 R -k e o

Trii—— R EZ R R (WRVQ), FA TP 1A (A3 R 71 576 5 TH I 2 200 AT I &4
T R AL TT 3, B 7 i FAT S i B i R RS R YL RE.

FRATHIBIT FU 25 SRR W, £E A B0 e OB A7 ORI R R B ) 453 5t h, BALRAE R — A I kT 5%, A &

NAEEL AR IR AR ) ) B e e s TR (0 RoR . A7 bR R ig 42

FRATI 3 A A 1 1) AR a3 0 2 RS ML S A8 LA B 4 3 10, ik — B BB E T R R AE M RE R

B, AR R SCAM 22 B SR AR EIRE T B RAL KA 2.
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