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摘　要: 在大模型时代, 向量数据库的广泛应用推动了向量索引规模的急剧膨胀. 如何在磁盘级向量索引中高效支

持大规模向量的更新操作, 并同时提供高性能的查询服务, 已成为近年来的重要研究课题. 针对当前领先算法

FreshDiskANN 在查询与更新混合负载场景中面临的查询吞吐瓶颈和极端查询延迟过高等问题, 受到日志合并思

想在次级索引中的成功应用启发, 提出了一种基于 LSM (log-structured merge)思想的更新友好型磁盘向量索引框

架 LSMDiskANN. 在继承 FreshDiskANN架构的基础上, 设计并实现了包含磁盘中间层的 3层架构, 同时引入了磁

盘组件搜索参数的动态确定机制以及面向合并操作删除阶段的重布局算法, 从而进一步降低查询延迟和合并过程

中的 I/O 开销. 实验结果表明, 在多个经典大规模高维向量数据集上, LSMDiskANN 系统查询吞吐量最高提升

35.5%, 更新吞吐量最高提升 14.24%, 极端查询延迟最多降低 73.45%, 所提出框架和策略能够有效提升系统在混合

负载场景下的整体性能与稳定性.
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Abstract:  In  the  era  of  large  models,  the  widespread  use  of  vector  databases  has  led  to  a  rapid  expansion  in  the  scale  of  vector  indexes.
How  to  efficiently  support  large-scale  vector  updates  in  disk-based  vector  indexes  while  maintaining  high  query  performance  has  become
an  important  research  problem  in  recent  years.  FreshDiskANN,  as  a  leading  algorithm,  suffers  from  query  throughput  bottlenecks  and  high
tail  latency  under  mixed  query-update  workloads.  Inspired  by  the  successful  application  of  log-structured  merge  (LSM)  in  secondary
indexes,  LSMDiskANN  is  proposed  as  an  update-friendly  disk-resident  vector  index  framework  based  on  the  LSM  paradigm.  Building  on
the  FreshDiskANN  architecture,  a  three-level  structure  including  a  disk  intermediate  level  is  designed  and  implemented.  In  addition,  a
dynamic  parameter  selection  mechanism  for  disk  component  search  and  a  re-layout  strategy  for  the  deletion  phase  of  compaction  are
introduced  to  further  reduce  query  latency  and  I/O  overhead  during  merges.  Experimental  results  show  that  on  multiple  large-scale,  high-
dimensional  datasets,  query  throughput  is  improved  by  up  to  35.5%,  update  throughput  by  up  to  14.24%,  and  tail  query  latency  is  reduced
by up to 73.45%. The proposed framework and strategies effectively enhance overall performance and stability under mixed workloads.
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在“万物皆向量”的时代, 向量数据库应运而生. 各类模态的数据 (如文本、图像、视频等)可以通过自然语言

处理、图像处理等深度学习模型转换为高维嵌入向量, 进而被深度学习模型利用, 实现多模态检索功能 [1–3]. 其中,
最基本且核心的查询操作是 K近邻 (k-nearest neighbor, KNN)查询. 向量数据库则用于存储和索引这些高维向量

并提供高效的 KNN查询服务. 但是, 由于众所周知的“高维诅咒”问题 [4], 在可接受的时间内获得精确的 KNN结果

几乎是不可能的. 因此, 在向量数据库的应用场景中, KNN 查询通常指的是 K 近似近邻 (K-approximate nearest
neighbor, KANN)查询. 过去 20年中, 为提升向量查询效率, 研究者提出了多种向量索引技术, 主要可分为两类: 基
于图的索引 [5−8]与基于分区的索引 [9−12]. 其中图索引由于其优越的搜索性能而备受青睐, 因此也成为本文研究的重

点方向.
然而, 目前主流的图索引方法大多基于内存构建与更新. 随着数据量持续暴涨, 仅依赖内存显然无法满足大规

模向量数据集的需求. 因此, 近年来出现了大量基于磁盘的向量索引研究 [11,13,14], 这些研究通过向量压缩算法与导

航结构设计, 以较小的搜索性能损失换取低内存占用, 并控制磁盘 I/O访问量, 从而实现高效的 KNN搜索.
在数据量急剧增长的同时, 另一个核心挑战随之出现: 如何支持大规模向量更新. 如图 1所示, 在典型的检索

增强生成 (retrieval-augmented generation, RAG)场景中, 向量数据库背后的知识库需要持续动态更新, 这些更新可

能来自视频网站每日新增的视频数据 [15]或是学术文献数据库的日常扩充 [16]等. 围绕这方面的研究主要从以下两

点出发: (1) 动态向量索引算法的设计 [17−19], 传统索引往往采用周期性重建的方式应对更新, 这类工作尝试在现有

索引结构上引入增量更新机制, 从而避免全量重建带来的高开销; (2) 面向高更新吞吐量的索引架构优化 [18,20,21],
这些工作则聚焦于调整索引布局与层次结构, 进而提高索引系统对高频写入与查询的支持能力.
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图 1　RAG场景示例
 

因此, 目前大部分专用向量数据库均建立于 NoSQL数据库之上, 比如Milvus[21]、Qdrant[22]和Weaviate[23]. 通
过 LSM (log-structured merge)树架构, 这些专用向量数据库实现了数据表的高写入吞吐、低内存占用与高效主键

点查找. 然而, 在这种架构中, 向量索引作为向量列的次级索引, 如何在不影响主表写入性能的前提下高效更新, 是
一个需要解决的关键问题.

为此, FreshDiskANN[18]被提出, 它是目前最具代表性的图结构磁盘向量索引方法之一, 也是 BIGANN-2023比
赛 Stream Search赛道的基准方法 [24]. FreshDiskANN的架构类似单层 LSM 树, 采用 FreshVamana 算法, 在内存中

进行增量图构建, 并周期性地将其合并到磁盘索引中. 在向量搜索与更新问题上, 该算法展现了优秀的搜索与更新

性能. 然而, 我们在实验中观察到其仍存在以下不足. (1) 合并操作频率高: 每当内存索引写满时都会触发一次与磁

盘索引的合并, 造成过高的合并频率, 严重影响前台查询性能. (2) 磁盘 I/O利用率低: 每次合并需要遍历磁盘索引

中所有向量点, 但根据 Greator[25]的分析, 实际需要更新的点可能仅占 4%, 导致大量不必要的 I/O. (3) 合并操作中

删除阶段的磁盘 I/O开销大: 整个合并过程的删除阶段需顺序扫描磁盘索引两趟, 带来额外的磁盘 I/O开销.
针对上述问题, 本文提出了 LSMDiskANN, 一个以 FreshDiskANN为基础的更新友好型磁盘向量索引框架. 为
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了降低频繁合并造成的系统性能影响, 本文基于 FreshDiskANN的架构和索引算法, 将其拓展为内存层、磁盘中

间层和磁盘基本层 3层架构; 为了降低冗余查询的额外开销, 本文提出了搜索参数动态确定机制, 在层间以及层内

采用不同搜索参数; 为了减少合并操作删除阶段的 I/O开销, 本文提出了磁盘重布局算法.
综上, 本文的主要贡献包括以下 3点.
(1) 基于 LSM思想的更新友好型磁盘向量索引框架: 在 FreshDiskANN架构基础上, 引入磁盘中间层与刷新

操作, 有效降低合并操作频率, 同时将磁盘中间层作为缓冲区域, 提升了每次合并操作的数据量, 从而增加其中被

更新点的占比, 最终提高 I/O利用率. 实验结果表明, 该方法最高能够增加 35.5%查询吞吐量和 14.2%更新吞吐量.
(2) 搜索参数动态确定机制: 在引入磁盘中间层后, 多层索引结构会带来查询路径冗余问题, 导致查询延迟增

加. 基于“所包含向量数据越多的磁盘索引包含最终结果的可能性越高”的启发式假设, 本文设计了层间动态搜索

参数策略. 进一步, 结合 DiskANN中磁盘索引的量化信息反映索引数据分布状况的特点, 本文定义了查询点与磁

盘索引的距离计算方法, 并基于该距离设计了层内动态搜索参数策略. 在查询时采用多种策略相结合以显著降低

查询延迟. 实验结果表明, 该机制平均提升查询 QPS (query per second)达 65.86%.
(3) 面向合并操作删除阶段的重布局算法: 本文借鉴面向查询操作的向量索引磁盘重布局算法 [26], 并结合合并

操作删除阶段顺序读取特点, 优化向量索引点在磁盘上的物理排序, 使得原本需要二次顺序扫描的操作转化为“一
次顺序扫描+少量随机读取”, 最终大幅减少合并操作删除阶段的 I/O开销. 实验结果显示, 该方法平均可降低删除

阶段 41.36% 的 I/O开销.
本文第 1节介绍磁盘动态向量索引与 LSM次级索引相关的研究背景. 第 2节介绍所需的基础知识, 包括相

关概念的定义、量化压缩与 FreshDiskANN架构等. 第 3节介绍本文提出的基于 LSM思想的更新友好型磁盘向

量索引框架及相关优化. 第 4节通过对比实验与消融分析验证所提框架的有效性. 第 5节总结全文.

 1   相关工作

 1.1   向量索引算法

K 近似近邻搜索 (KANN) 是数据挖掘领域的经典问题, 近年来随着以检索增强生成 (RAG) 为代表的高维

向量检索需求的兴起, KANN再次成为研究热点. 该领域近年已有多篇综述和基准测试研究 [26−30], 为理解该领域

发展脉络提供了良好基础. 从技术角度看, 向量索引算法主要分为两大类: (1) 基于图的算法: 将每个向量抽象为图

中的一个节点, 依据特定规则构建索引图 [5,7,8,31], 查询阶段则借助剪枝策略 [6,32,33]与图遍历方法 [34]完成高效搜索;
(2) 基于分区的算法: 可进一步细分为基于树索引的算法 [12,35]、基于哈希索引的算法 [10,36,37]和基于倒排索引的算

法 [9,11,38], 其核心关注以下 3个问题: (1) 如何划分分区; (2) 查询时需访问哪些分区; (3) 如何在分区内执行高效搜

索, 由此衍生出分区策略、导航策略与执行策略这 3条研究路径.

 1.2   磁盘向量索引

随着自然语言处理等领域中向量表示技术的发展, 为了保留更多原始模态的特征, 向量维度呈现数量级增长,
从传统的几十维增长至如今常见的数百甚至上千维, 如 DEEP[39]中的 96维、GIST[9]中的 960维、WIT-Image[40]中的

2 048维. 同时在现今互联网与物联网加持下, 向量数据规模也在呈现数量级增长, 比如 YouTube8M[15]、SIFT1B[9]、

Microsoft SPACEV-1B[41]等更多大规模向量数据集. 多种因素影响下, 向量存储压力也随之倍增.
传统向量索引多为纯内存索引, 其假设索引结构和向量数据完全驻留在内存中, 但这一前提在大规模数据场

景下显然不现实. 因此, 近年来大量研究转向基于磁盘的向量索引技术 [11,13,14,42,43], 其中最具代表性的则是微软提

出的 SPANN[11]和 DiskANN[13]: (1) SPANN基于倒排索引, 将倒排列表持久化在磁盘上, 将中心点构建成内存导航

图, 并保证在少量倒排列表遍历下即可完成查询, 从而在保证查询准确性、查询延迟的同时显著节省内存开销. 其
结构简单, 构建速度快, 但为保证高召回率需进行数据冗余存储, 磁盘开销较大; (2) DiskANN基于图索引, 将原始

向量及邻接表存于磁盘, 仅将量化压缩编码与码表加载到内存中. 在查询时, 通过压缩码进行距离估算, 再结合贪

婪遍历策略逐步读取邻居信息与原始向量, 最终完成精排查询. 得益于图结构的高收敛性, 每次查询需访问的节点
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数量有限, 从而实现内存占用与查询效率的平衡.

 1.3   动态向量索引

伴随向量数据体量的迅猛增长, 其更新频率也呈现爆炸式提升. 例如, YouTube每分钟有超过 500 h的视频内

容上传 [44], 京东每天有亿级的图像数据产生 [45], 阿里巴巴在双十一期间产生超 500 PB非结构化数据 [20]. 对于传统

向量索引, 处理更新的策略就是定期重建整个索引, 这在实际生产环境中成本极高, 种种需求催生了动态向量索引

的研究.
动态向量索引的研究方向主要包括两方面. (1) 一方面是改进现有索引算法, 使其支持更新操作, 从而避免频

繁重建整个索引. 这方面的两个代表性工作是微软提出的 SPFresh[17]与 FreshDiskANN[18], 二者分别基于 SPANN和

DiskANN拓展了更新能力. 前者解决了倒排索引在更新过程中倒排列表长度失衡问题; 后者解决了图索引更新效

率等问题. (2) 另一方面则聚焦于设计更适合高频更新场景的索引架构, 进而提升索引的吞吐量. 例如: AnalyticDB-V[20]

通过批处理层和流处理层的两层架构设计, 实现数据的对外无感更新, 但其底层向量索引仍是静态, 从而引发更新

性能问题; 作为典型 NoSQL数据库, Milvus[21]采用基于 LSM的存储架构, 将数据表划分为多个分片, 并在每个分

片上构建静态向量索引, 在数据表进行合并时同步重建向量索引, 达到无感更新效果. 但是受限于嵌入式索引与数

据表高度耦合的缺点; FreshDiskANN本质上可看作单层 LSM结构, 其在内存中维护增量数据并定期合并至磁盘

主索引. 但是由于单层的限制, 每当内存索引写满时即需合并, 导致合并操作过于频繁, 严重影响前台查询性能.
此外, 近期还有两项针对 FreshDiskANN的改进研究, IP-DiskANN[46]为减少合并操作删除阶段的邻居修补开

销, 通过查询结果来近似删除点的入边邻居列表, 但该方法会不断累积逻辑删除的冗余边, 从而需要额外引入索引

的定期清理操作; Greator[25]则引入图拓扑结构独立存储方案, 将图拓扑结构作为一种向量索引的索引, 结合局部更

新策略和近似剪枝策略提高小批量更新场景下的合并操作效率. 但是, 小批量更新场景的实际应用意义值得商榷,
且图拓扑结构的额外单独存储在大部分高维向量数据集下, 其所引发的额外存储开销比例不容小觑 (如 SIFT中,
在邻居列表长度为 64时, 比例为 50%). 总而言之, 上述两项研究均侧重于算法层面的调整与修改, 而本文的创新

则侧重于调整索引布局与架构设计, 因此彼此互补且不冲突.

 1.4   LSM 次级索引

在 NoSQL 数据库中, 为支持大规模数据的高效写入, 同时兼具灵活性与可拓展性, 基于 LSM 的存储架构被

广泛采用. 其将主表存储设计为多层可合并的组件, 兼顾写入吞吐与查询性能. 但实际应用中, 除了主键查询, 往往

还需在非主键列上建立索引, 即“次级索引”. 如何保证次级索引在高写入负载下仍能高效更新, 成为 NoSQL领域

的研究焦点 [47]. 其中, 一大解决方案则是将次级索引也 LSM化, 这类索引统称为 LSM次级索引, 包括: LSM倒排

索引 [48]、LSM B树 [49]、LSM R树 [49−51]等, 其中, 本文所提框架设计灵感则来源于 LSM R树——用于支持空间数

据的 KNN与范围查询的树索引结构, 在 Apache AxterixDB[49]中有完整的开源实现.
在架构上, LSM R 树由内存层与磁盘层组成, 称为“组件”. 内存层组件包含 R 树与记录删除键的 B+树, 磁盘

层组件则额外加入布隆过滤器用于快速过滤删除标记. 当写入操作执行时, 数据首先写入内存组件, 内存组件写满

后刷新为磁盘组件. 当磁盘组件数量超过阈值 C时, 将根据合并策略 (如 Constant或 Prefix)执行合并. 当 KNN搜

索执行时, 需遍历所有组件, 按照生命周期从老到新逐个进行查询与删除键的过滤. 通过 LSM化改造, AsterixDB
显著提升了读写混合场景下的系统吞吐与 QPS, 也为本文提出的基于 LSM思想的磁盘向量索引框架提供了强有

力的可行性支撑.

 2   基础知识

本文所提架构主要基于 FreshDiskANN[18]进行改进, 下面就相关概念和系统基本过程予以介绍.

 2.1   K 近似近邻查询

K近邻 (KNN)查询常用于从大规模数据集中检索与给定查询项相似的数据. 在向量数据库中, 数据以向量形

式表示, KNN 查询即为寻找与查询向量最接近的 K个向量. 在实际应用中, KNN查询广泛用于如下场景: (1) 检索
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增强生成 (RAG): 在大模型提示工程中, 对输入提示中提及的实体进行向量搜索, 返回相关实体向量作为提示的一

部分, 以增强大模型的上下文知识, 减少幻觉生成; (2) 多模态检索与推荐: 用户输入如图像等多模态数据后, 系统

检索相似向量 (如图像向量)并返回相应内容, 用于推荐与相关性排序.
在实践与理论研究中, 已广泛证明“高维诅咒”现象是向量搜索中不可忽视的难题: 在高维空间中, 精确地获

取 K 近邻的唯一可行方式往往是遍历全集, 而这种代价在真实系统中难以接受. 为此, 研究与工程中普遍采用 K
近似近邻 (KANN)查询, 对精度要求进行松弛, 以换取查询效率. 本文给出 K近邻查询定义.

S D k

q S ′ ⊆ S , |S ′| = k, s.t. ∀x′ ∈ S ′, ∀x ∈ S \S ′, D (q, x′) ⩽ D (q, x) .

定义 1 (K 近邻查询). 设有元素集合   和预定义距离函数  , 给定查询结果集大小   的情况下, 输入一个查询

元素  , K近邻查询目标是找到 

召回率@k

而 K近似近邻查询旨在返回尽可能接近真实 K近邻集合的结果. 其查询精度通常通过“召回率”指标衡量. 召
回率越高, 则认为 K近似近邻查询结果越精确, 本文给出   定义如下.

S q G ⊆ S , |G| = k q S

S ′
召回率@k

定义 2 (召回率@k). 设有元素集合  , 给定一个查询元素  , 假设   且是   在   中的真实 K 近邻集

合,   是查询的输出集合, 则有如下   定义公式: 

召回率@k =
|S ′∩G|

k
(1)

S D k

q S ′ ⊆ S 召回率@k

定义 3 (近似 K 近邻查询). 设有元素集合   和预定义距离函数  , 给定查询结果集大小   的情况下, 输入一个

查询元素  , 输出查询集合   使得   最大化.
本文进一步关注更新场景下的 K近似近邻查询性能, 沿用 FreshKANNS (fresh K-approximate nearest neighbor

search)定义 [18], 给出如下形式化定义.
P t Pt Pt

q

Pt

定义 4 (FreshKANNS)[18]. 设有随时间演化的元素集合   (在时间   具有状态  ), 目标是在当前数据状态   上

构建并维护一个动态索引, 该索引支持以下 3类操作: (1) 插入新元素; (2) 删除已有元素; (3) 对于查询元素  , 在当

前数据状态   上执行 K近似近邻搜索.

 2.2   量化压缩

为了减小内存开销并提升距离计算效率, 图结构的磁盘向量索引通常对原始向量进行压缩, 其中量化压缩 [9,38]

是一种常见的压缩方法, 该方法将压缩码与码表加载到内存中, 在查询时以近似方式估算向量间距离.
如图 2所示, 量化压缩主要流程如下.

 
 

原始向量数据 量化压缩

c0:

c1:

c2:

码表

[7.1, 5.8, 4.3]

[7.2, 5.3, 4.4]

[7.6, 5.6, 4.6]

7.3, 5.2, 9.8]

7.4, 5.1, 9.4]

7.7, 5.8, 9.6]

4.6, 3.9, 5.8,

4.3, 3.7, 5.9,

4.5, 3.2, 5.1,

[2.3, 0.1, 1.6,

[2.1, 0.7, 1.4,

[2.4, 0.3, 1.9,

图 2　量化压缩示意图
 

(1) 分块处理: 将高维向量划分为多个低维子向量块.
(2) K-means量化: 对每个子块使用 K-means聚类, 生成对应的聚类中心 (即码表).
(3) 编码表示: 原始子向量以所属簇的中心索引表示, 即构成压缩码.
(4) 码表组合: 多个子块的聚类中心集合经笛卡尔积组合后, 可近似恢复原始向量空间.
简言之, 量化将连续向量空间离散化, 使得任一原始向量可由若干聚类中心近似重构, 从而达到有损压缩目

的. 其核心思想是在每个子向量块中选取代表性点, 再将代表点通过维度组合表示整个高维空间.
在查询阶段, 如图 3所示, 系统采用 ADC (asymmetric distance computation)策略, 使用原始查询向量 (图中星

状点) 与向量码表中聚类中心 (图中红点) 间的距离进行近似计算. 由于查询向量是未压缩的, 只需事先计算其与

所有聚类中心的距离, 便可通过查表方式高效获取压缩向量的近似距离, 大幅提升计算速度.
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图 3　ADC策略示意图
 

 2.3   FreshDiskANN

FreshDiskANN作为基于图的动态磁盘向量索引中的代表性算法, 因其在查询效率与更新能力之间实现良好

平衡, 成为本文的重要对比对象. 以下对其核心架构与关键机制进行简要介绍.
 2.3.1    架构概述

FreshDiskANN采用内存层与磁盘层共同组成的双层结构, 我们将两层中的基本结构单元统称为组件.
(1) 内存层组件: 分为两类: ① 读写组件, 支持插入、删除与查询操作; ② 只读组件, 仅支持查询操作. 二者结

构相同, 均包含: ① 一个删除键集合 (记录逻辑删除的向量 ID); ② 一个基于内存构建的 Vamana图索引. 系统运行

过程中, 内存层至多存在一个读写组件, 其余均为只读组件.
(2) 磁盘层组件: 单一的长期数据组件, 使用 DiskANN索引结构, 并作为系统的持久存储层. 通常, 系统初始化

时会加载一批初始向量构建磁盘层索引, 具体过程包括先在内存中构建 Vamana图, 随后将其序列化为 DiskANN
磁盘格式. 同时, 对所有向量进行量化压缩, 生成压缩码与码表并保存在内存中, 以支持后续的高效距离计算.
 2.3.2    核心操作机制

(1) 插入/删除操作: 当插入/删除一个点时, 都是在内存层中的读写组件进行. 新向量插入时, 首先在读写组件

上执行一次近似 KNN查询, 获取其初始邻接出边. 随后, 将新点与出边一起插入 Vamana索引中, 并尝试将每条出

边对应的反向边加入目标点的邻接入边集合, 同时根据 Vamana剪枝策略淘汰部分节点; 删除时, 则采用懒删除策

略, 即不立即从索引中物理删除点, 而是将其主键记录到删除键集合中, 实际查询中再进行后过滤.
(2) 查询操作: 查询向量时, 系统会在内存层与磁盘层的所有组件依次执行相同参数的查询操作. 随后, 将多个

结果集合并, 并根据内存中所有删除键集合过滤逻辑删除的向量, 最终返回过滤后的查询结果.
(3) 合并操作: 当读写组件的数据量超过预设最大阈值的一半时, 系统将其转化为只读组件, 并创建新的读写

组件处理后续数据. 同时, 触发一次将该只读组件合并入磁盘层组件的操作. 如图 4所示, 整个合并操作分为以下

3个阶段.
  

: 全量顺序读 : 全量顺序写

收集删除点邻接
出边

删除点及其邻接
出边

删除邻接入边并
修补

插入邻接入边并
修补

插入点和邻接
出边

分配插入位置

图 4　FreshDiskANN合并操作示意图
 

● 删除阶段: 首先, 根据只读组件的删除键集合, 顺序扫描磁盘层长期数据组件索引, 收集所有被删除点的邻

接表, 然后, 再重新顺序扫描磁盘层长期数据组件中的所有索引点. 如果是删除点, 则直接移除; 如果邻接表中包含

删除点, 则将被删除点的出边合并入当前点的邻接表, 若合并后邻接表长度超出阈值, 则根据 Vamana剪枝策略淘
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汰部分节点.

∆

● 插入阶段: 类似于插入操作, 对待插入的新点, 在磁盘层长期数据组件上进行一次 K近邻查询以获取初始出

边集合, 并将其与反向边一起暂存于   结构中, 以便修补阶段应用.
∆

∆

● 修补阶段: 顺序扫描磁盘层长期数据组件所有索引点, 如果是插入点, 将其与   结构中存储的出边一起插入

至索引; 如果是已有点, 若其邻接出边集合因   结构中暂存边的插入导致长度超限, 则根据 Vamana剪枝策略淘汰

部分节点, 维持索引结构紧凑性.
总而言之, FreshDiskANN通过上述双层索引结构与高效的更新/合并机制, 实现了在支持高吞吐插入的同时,

维持高质量的近似邻居查询性能. 其设计理念对后续系统架构具有重要参考意义.

 3   基于 LSM 思想的更新友好磁盘向量索引框架

在实际测试中, 我们观察到 FreshDiskANN的后台合并操作频率偏高, 频繁抢占搜索线程资源, 进而对前台查

询性能造成负面影响. 为解决该问题, 本文提出了一种基于 LSM思想的更新友好磁盘向量索引框架, 旨在通过牺

牲部分索引静态搜索性能, 以降低合并频率、提高单次合并数据量, 从而提升整体查询吞吐能力.
该框架受 LSM R树 [49]启发, 在 FreshDiskANN的架构基础上进行了关键改进. 具体而言, 本文引入了一个新

的磁盘中间层, 并配合该层设计了新的操作逻辑. 此外, 为了缓解组件数量增加可能导致的查询冗余和合并操作删

除阶段的 I/O开销增长, 本文还提出了磁盘组件搜索参数动态调整机制与磁盘索引重布局策略.

 3.1   架构设计

与 FreshDiskANN 双层架构不同, 本文提出的框架在内存层与磁盘层之间新增磁盘中间层. 如图 5所示, 该结

构从高层设计上看虽然较为简单, 但实际实现中涉及更复杂的组件管理逻辑. 从本文的实验结果来看, 这是一个思

想上简单、实现上复杂、效果上有效的架构. 整个系统分为 3层: 内存层、磁盘中间层、磁盘基本层, 每一层由一

个或多个索引组件组成.
 
 

相
同
查
询
,

 不
同
参
数

并
行
查
询
,

结
果
聚
合

内存层

只读内存索引

删除键
集合

刷新操作

磁盘索引
合并操作

重布局操作

删除键
集合

删除键
集合

删除键
集合

删除键
集合

更新操作

磁盘索引 磁盘索引 磁盘索引

可写内存索引

磁盘中间层

磁盘基本层

图 5　基于 LSM思想的更新友好型磁盘向量索引框架图
 

 3.1.1    架构概述

● 内存层组件: 与 FreshDiskANN保持一致, 每个组件包含一个 Vamana图索引和一个删除键集合. 整个内存

层由若干个组件组成, 其中仅允许一个读写组件, 用来处理数据更新, 其他均为只读组件. 为限制内存开销, 通常控

制每个组件的数据规模在较小范围内 (例如: 百万量级数据中限制每个组件不超过 32k个向量).
● 磁盘中间层组件: 每个组件均由内存层组件转换生成, 结构上包含一个 DiskANN 索引与一个删除键集合.

整个磁盘中间层由若干个组件组成. 在其生命周期内, 这些组件不再接受修改, 属于只读、独立管理的结构单元.
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● 磁盘基本层组件: 相当于 FreshDiskANN的磁盘层, 包含一个长期存储的 DiskANN索引. 该层组件承载系

统的绝大多数数据, 生命周期最长. 合并时不做就地修改, 而是通过重建新组件并原子替换的方式完成结构更新,

确保查询操作不受影响.

 3.1.2    插入/删除操作

插入与删除操作仅作用于内存层的读写组件, 具体流程遵循 FreshDiskANN 中的实现.

为了支持删除操作, 本文采取主动 (eager)策略: 每个非磁盘基本层组件都维护一个删除键集合, 用于标记相

对于其更老的组件中需要被逻辑删除的向量. 换句话说, 一个组件中实际可用的数据需排除所有更年轻组件中记

录的删除键. 为减少查询时删除键集合的访问成本, 每一层还维护一个合并删除集合, 作为本层所有组件删除集合

的并集, 用于快速过滤比当前层更老的层中的已删除向量.

 3.1.3    查询操作

L−1、L0、L1查询操作需要跨多个层级进行, 因此本文设计了多层索引查询算法 (见算法 1, 其中   分别对应于

内存层、磁盘中间层和磁盘基本层).

算法 1. 多层索引查询.

输入: 查询向量xq, 返回结果集大小K, 层级索引集合L = [L−1,L0,L1] ;

输出: 最终结果集V.

1. begin
2. R← [∅ for i in −1..1]　  //初始化中间结果集数组

3. V ← ∅　  //初始化最终结果集V

4. D← [∅ for i in −1..1]　  //初始化删除键集合

5. for i← 0 to 1　  //按照生命周期从新到老构建删除键集合

6. Di← Di−1+Li−1.GetDeleteS et ()　　 

7. endfor　 

8. foreach Li in L　 

9. Ri← KNNQuery
(
Li, xq,Di

)
　　  //对各层分别进行K近邻查询

10. endfor　 

11. for i←−1 to 1　  //将查询结果进行聚合

12. V ← V ∪Ri　　 

13. endfor　 

14. V ← sort V by vector distance ASC with limit K　  //对结果集V按照距离进行排序并保留前K个

15. end

K

K

由于不同层级的组件之间数据互不重叠, 为保证数据覆盖的完整性, 查询需在所有层中分别执行, 然后合并结

果并做距离排序. 查询按算法 1流程执行. 首先初始化各层中间结果集并准备好各层级索引查询所需要排除的删

除键集合 (第 2–7 行), 然后再对各层级索引分别进行   近邻查询 (第 8–10 行), 再把过滤后的结果进行聚合 (第

11–13行), 最后再将聚合结果按距离进行重排序并保留最近的   个 (第 14行).

磁盘中间层的引入虽然提升了更新友好性, 但也带来了一个挑战: 组件数量增加导致的查询冗余. 本文提出以

下 3种配合使用的策略以有效缓解此问题.

(1) 并行查询策略: 在 FreshDiskANN中, 其由若干个内存层组件和单个磁盘层组件组成, 其中内存层组件在

搜索时因为不涉及磁盘 I/O, 所以其查询时间相比磁盘层组件搜索可以忽略不计, 采用串行查询即可满足性能需

求. 然而本文框架中磁盘组件数量增加, 且涉及磁盘 I/O, 因此均可以采用并行查询策略, 有效降低查询延迟.

Ls(2) 层间动态搜索参数策略: FreshDiskANN以统一搜索列表长度   对所有组件进行查询, 由于图索引本身特
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Ls Ls

Ls K

Ls = 75, K = 5

Ls = 15

点, 其中直接影响搜索延迟的是搜索列表长度   而不是组件数据量,   表示当前组件查询返回的结果集合长度,
为了保证高召回率,   的设置通常远大于查询指定的  , 从而导致冗余查询现象严重. 以 FreshDiskANN中的默认

值   为例, 假如现有 1 个内存层组件和 1 个磁盘层组件, 则会查询得到长度为 150 的结果集合, 并进

行重排序得到前 5条结果. 如果本文照搬这个策略, 冗余查询带来的查询延迟将不可估量. 如第 3.1.1节所言, 不同

层组件的数据量大小差异很大. 因此, 直观地想, 数据量越大的组件包含最终 5条结果的概率越大, 反之越小. 基于

这种启发式思想, 本文在磁盘中间层组件与磁盘基本层组件采用不同的搜索参数. 假如内存层和磁盘基本层遵循

FreshDiskANN 的设置, 磁盘中间层设有 5 个组件且查询参数  , 那么其结果集长度则为 15×5+150=225, 因
此即使是串行搜索, 其搜索时间也仅比 FreshDiskANN高出 50%, 从而大大减少冗余查询.

Ls ⩾ K

Ls

(3) 层内动态搜索参数策略: 从理论上讲, 只要  , 便存在获得 100% 召回率的可能. 基于此, 本文进一步

提出了一种动态确定搜索列表长度的机制 (详见后文第 3.2节), 可根据组件数量与查询特征自动调整  , 最大程

度减少冗余计算, 提高查询效率.
 3.1.4    刷新操作

在引入磁盘中间层后, 系统需设计刷新机制以实现内存层组件向磁盘中间层组件的转换. 当内存层组件的数

据量超过设定阈值时, 系统将触发一次刷新操作, 将其转化为磁盘中间层组件. 图 6展示了 Vamana索引在内存与

磁盘中的两种数据布局形式的差异: (1) 内存形式下向量数据与邻接表分离存储, 而在磁盘形式中, 向量数据与对

应邻接表紧邻存储; (2) 磁盘形式引入了量化压缩机制, 压缩码与码表需驻留于内存中. 因此, 刷新操作主要包括两

项任务: (1) 依据磁盘索引的数据布局, 将内存中的向量与邻接表数据持久化至磁盘; (2) 生成量化压缩码和码表文

件并写入磁盘.
  

内存层 内存组件

向量数据

刷新

磁盘索引数据

磁
盘
中
间
层

向量 1

向量 2

向量 3刷
新
操
作

量化
压缩

压缩码

码表文件

磁盘索引

邻接表 1

邻接表 2

邻接表 3

向量 1

向量 2

向量 3

邻接表 1

邻接表 2

邻接表 3

邻接表数据

图 6　刷新操作示意图
 

 3.1.5    合并操作

∆

在 3 层索引架构中, 合并操作由原来的“内存层向磁盘层合并”演化为“磁盘中间层向磁盘基本层合并”. 当磁

盘中间层组件数量达到设定阈值时, 将触发一次合并操作. 与 FreshDiskANN相比, 本文所提框架的合并操作在以

下 3方面有所不同: (1) 借助重布局算法 (详见后文第 3.3 节), 删除阶段仅需对磁盘基本层组件进行一趟顺序读操

作; (2) 插入阶段的向量来源于磁盘中间层索引, 而非常驻内存, 因此需要从磁盘读取向量数据; (3) 插入点数量显

著增多, 为降低内存占用, 不再使用   结构暂存所有邻接出边.
针对上述挑战, 本文重新设计了合并操作中的删除、插入和修补阶段过程.

locq xq

Nq ∆ n

Nn Nq

(1) 删除阶段: 此阶段负责从磁盘基本层中物理删除被标记删除的点并进行必要修补, 删除流程如算法 2 所

示: 首先, 每次从磁盘基本层迭代器获取一个点 (第 2–4行), 如果该点 ID   已被标记删除则对该点   进行实际

删除并将其邻居列表   暂存至   结构中 (第 5–7行); 如果该点未被删除, 则遍历其邻居点  , 若发现被删除邻居,
则将其邻接列表   合并至当前邻接列表   中, 并根据 Vamana剪枝策略淘汰部分节点 (第 8–13行). 在这个过程
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∆ Nn ∆ ∆中, 算法会尝试从   读取邻居点的邻居列表  , 如果其不存在于   中, 则从磁盘进行读取并加入至   中 (第 10行).
如果邻接出边集合有所更新则写回至磁盘.

算法 2. 合并操作删除算法.

输入: 磁盘基本层层级索引L1, 增量数据存储结构∆.

输出 : void

1. begin
2. Iter1← L1.GetIterator ()　  //初始化磁盘基本层索引迭代器

3. while Iter1.HasNext ()　 

4. (locq, xq,Nq)← Iter1.Next()　　  //依次遍历所有点

5. if locq is deleted　　 

6. delete xq and add Nq to ∆　　　  //实际删除点并缓存邻居列表

7. else　　 

8. foreach n in Nq　　　 

9. if n is deleted　　　　 

10. if ∆ not contains Nn then read Nn from disk and add to ∆　　　　　  //若缓存未命中则读取磁盘

11. Nq← RobustPrune(
(
Nq/ {n}

)∪
Nn)　　　　　  //对删除点进行修补

12. endif　　　　 

13. endfor　　　 

14. endif　　 

15. endwhile　 

16. end

loc

xq xq

Nq ∆

(2) 插入阶段: 如图 7合并操作插入阶段示意图所示, 本文设计了两个迭代器, 分别是磁盘索引的全量扫描迭

代器和多磁盘索引间迭代器, 插入流程如算法 3所示: 首先, 每次从磁盘中间层迭代器获取一个需要插入的点 (第
4–5 行); 然后, 从磁盘基本层迭代器获取一个空闲的可插入位置 (第 6–12 行), 如果获取到了一个可插入位置  ,
则以插入点   为查询向量在磁盘基本层索引中获取新的邻接出边集合 (第 13–16行); 最后, 将插入点向量   及其

邻接出边集合   插入至磁盘基本层索引的可插入位置 (第 17行), 并且同时将每条邻接出边的反向边暂存至   结

构中 (第 18行).
  

磁盘中间层
当前组件指针

插入磁盘基本层

磁盘组件 磁盘组件

空闲位置指针

磁盘组件

当前位置指针

磁盘组件 磁盘组件

图 7　合并操作插入阶段示意图
 

算法 3. 合并操作插入算法.

输入: 磁磁盘中间层层级索引L0, 磁盘基本层层级索引L1, 增量数据存储结构∆;

输出: void.
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1. begin
2. Iter0← L0.GetIterator ()　  //初始化磁盘中间层索引迭代器

3. Iter1← L1.GetIterator ()　  //初始化磁盘基本层索引迭代器

4. while Iter0.HasNext ()　 

5. (locq, xq,Nq)← Iter0.Next()　　  //获取一个需要插入的点

6. loc←−1　　  //初始化插入位置

7. while Iter1.HasNext ()　　  //获取一个空闲位置

8.
(
loctemp, xtemp,Ntemp

)← Iter1.Next ()　　　 

9. if loctemp is free　　　 

10. loc← loctemp　　　　 

11. endif　　　 

12. endwhile　　 

13. if loc == −1　　 

14. break　　　 

15. endif　　 

16. Nq← KNNQuery(L1, xq)　　  //获取插入点的新邻接出边

17. insert xq and Nq into L1’s loc position　　  //进行实际插入

18. ∆← ∆∪backward edges of Nq　　  //缓存反向边

19. endwhile　 

20. end

∆

xq ∆

∆
[
locq
]

Nq

(3) 修补阶段: 本阶段负责将   结构中暂存的反向边尝试插入至磁盘基本层索引中, 修补流程如算法 4 所示:

首先, 每次从磁盘中间层迭代器获取一个点 (第 2–4 行), 如果该点   需要更新则尝试将   结构中对应的反向边

 插入至该点的邻接出边集合   中 (第 5–8行), 随后, 根据 Vamana剪枝策略淘汰部分节点 (第 9行).

算法 4. 合并操作修补算法.

输入: 磁盘基本层层级索引L1, 增量据存储结构∆;

输出: void.

1. begin
2. Iter1← L1.GetIterator ()　  //初始化磁盘基本层索引迭代器

3. while Iter1.HasNext ()　 

4.
(
locq, xq,Nq

)← Iter1.Next ()　　  //依次遍历所有点

5 if ∆
[
locq
]
is empty　　 

6. continue　　　 

7. 　　endif
8. Nq← Nq∪∆

[
locq
]

　　 

9. Nq← RobustPrune
(
xq,Nq

)
　　  //对反向边进行修补

10. endwhile　 

11. end

 3.1.6    刷新/合并操作 I/O分析

刷新操作主要包括数据写入与量化压缩两个阶段. 由于磁盘索引布局仅在内存索引数据基础上调整了存储顺

序, 数据写入阶段几乎等价于内存索引的直接落盘; 而量化压缩阶段的数据量小, 通常能在秒级完成.

如图 4所示, 相比于 FreshDiskANN需要对磁盘基本层索引组件进行 3趟顺序读和 2趟顺序写, 虽然本文合
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并操作插入阶段需要对所有磁盘中间层索引组件进行 1趟顺序读操作, 但凭借优化的删除阶段算法与磁盘重布局

机制 (详见后文第 3.3 节), 在对磁盘基本层索引组件进行合并操作时只需要 2趟顺序读操作、少量随机读操作和

2趟顺序写操作, 却能达到与 FreshDiskANN合并操作相近的合并 I/O操作代价. 此外, 上述合并操作的 3个阶段

的算法能很容易地扩展为批处理模式, 即每次处理一批节点, 进一步降低 I/O开销并提升运行效率.
 3.1.7    合并策略

本文设计了两种典型的合并触发策略: (1) 写半合并策略: 当插入线程导致磁盘中间层组件数量超过其上限的

一半时, 触发向磁盘基本层的合并操作; (2) 定期合并策略: 维护一个后台合并检测线程, 定期检查中间层组件数

量, 并在超出阈值后启动合并操作.

 3.2   磁盘组件搜索参数动态确定机制设计

(1) 层间动态搜索参数策略

Ls

Ls Ls

Ls

如图 8(a)所示, 在单个磁盘层组件中, 影响查询延迟的关键因素是搜索列表长度   而非组件数据量大小, 并
且该延迟随   呈线性增长趋势. 因此, 降低查询延迟最直接有效的方式即为缩小搜索列表长度  . 同时, 如图 8(b)
所示, 查询召回率随搜索列表长度   的增加呈现对数增长, 且在不同规模数据集上具有一致趋势. 因此, 上述两种

指标之间的增长趋势差异, 为实现二者的平衡提供了优化空间.
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图 8　搜索列表长度影响趋势图
 

[
Ls0 ,Ls1

]
Ls0 < Ls1

基于“越靠近下层, 磁盘组件的数据量越大”这一客观规律, 结合“数据量越大的组件更可能包含最终结果”的
启发式思想 ,  本文设计了一种分层搜索参数策略: 对磁盘中间层和磁盘基本层的组件设定不同的搜索参数

, 其中满足  .

(2) 层内动态搜索参数策略

在 DiskANN中, 每个磁盘层组件在构建时都要经历如第 2.2 节所言的量化压缩. 由于量化压缩基于聚类方法, 使
用聚类中心对整个向量集合进行离散化处理, 因此这些聚类中心本质上反映了组件的局部数据分布特征.

I

C xq I xq C

基于这个观察, 受 KRT导航算法 [52]启发, 本文将磁盘中间层组件   量化压缩中的聚类中心集合视为其特征点

集合  , 定义向量   与磁盘中间层组件   的组件距离为向量   到该组件特征点集合   中的最小值: 

Dist
(
xq, I
)
= Dist

(
xq,C
)
=min

c∈C
Dist
(
xq,c
)

(2)

xq

n I η

进一步借鉴 SPANN[11]中的动态决定搜索列表数策略, 在磁盘中间层组件的搜索中, 本文定义了向量   在给

定的   个磁盘层组件   中的搜索距离阈值公式, 用于判定组件是否值得深入查询, 其中   是动态搜索阈值系数: 

Dth = min
i∈[0,n)

Dist
(
xq, Ii
)
×η, η ∈ (0,1] (3)
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D K

Dth Ls = Ls0

Dth Ls = K

由此, 提出磁盘中间层的搜索算法 (算法 5): 首先初始化各层中间结果集并准备好各层级索引查询所需要排

除的删除键集合   (第 2–9行), 然后再对各层级索引分别进行   近邻查询 (第 10–16行), 其中给定一次 K近邻查

询, 对于组件距离小于搜索阈值   的组件, 则认为更有可能包含最终结果, 则使用本层的标准搜索参数  ;

对于组件距离大于搜索阈值   的组件, 则认为不太可能包含最终结果, 则使用最低限度的搜索参数   以保

证搜索的理论正确性 (第 11–14行). 最后再把过滤后的结果进行聚合并返回 (第 17–19行).

算法 5. 磁盘中间层搜索算法.

输入: 查询向量xq, 返回结果集大小K, 磁盘中间层层级索引L0, 磁盘中间层搜索列表长度参数Ls0 ;

输出: 最终结果集V.

1. begin
2. R← [∅ for i in 0..n−1]　  //初始化中间结果集数组

3. V ← ∅　  //初始化最终结果集V

4. I = [I0, . . . , In−1]← L0.GetIndexes ()　  //获取磁盘中间层索引组件

5. 　I ← sort I by each version number DESC //按照生命周期从新到老排序

6. D← [∅ for i in 0..n−1]　  //初始化删除键集合

7. for i← 1 to n−1　  //按照生命周期从新到老构建删除键集合

8. Di← Di−1+ Ii−1.GetDeleteS et ()　　 

9. endfor　 

10. for i← 0 to n−1　 

11. Ls← Ls0
　　 

12. if Dist
(
xq, Ii
)
> Dth　　  //动态决定搜索参数

13. Ls← K　　　 

14. 　　endif

15. Ri← KNNQuery
(
Ii, xq
)

　　  //对各组件分别进行KNN查询

16. endfor　 

17. for i←−1 to 1　  //将查询结果进行聚合

18. V ← V ∪Ri　　 

19. endfor　 

20. end

 3.3   面向合并操作删除阶段的磁盘索引重布局算法

如第 3.1.6节所述, FreshDiskANN中的合并操作需要 3趟顺序读操作, 其中删除阶段需要 2趟顺序读操作, 从

而引发大量磁盘 I/O操作.

P1 P2 P1 P2

P1 P1
1 P2 P1

回顾一下第 2.3 节对合并操作删除阶段过程的描述, 假如所有数据均位于内存中, 理论上仅需扫描 1 趟即可

完成. 但由于未删除点   的邻居可能包含被标记为删除的点  , 而   与   并不总是同时被加载进内存, 如图 9(a)

所示, 当   处于   位置, 目前迭代器遍历至黄色区域内的删除点  , 此时修补   则需要进行一次随机读. 因此原

方法必须进行额外的一轮全量读取以避免可能引发的大量随机读.

P1 P2
1 P3

1 P4
1

P2 P1

为了解决该问题, 如图 9(a)所示, 由于顺序读取带来的先后顺序, 当   处于位置  、  和   时, 无须引发一

次随机读操作. 基于上述观察, 改进的目标是尽量让   与   同时或之前被顺序读入内存, 即如图 9(b)所示, 希望

每个点的物理位置在它的邻接入边邻居前且在它的邻接出边邻居后, 以减少随机读取操作并提升效率.

受 Starling[26]中面向查询操作的磁盘重布局算法启发, 本文提出了一种面向合并操作删除阶段的磁盘索引重

布局算法. 与 Starling 中面向的优化场景是索引搜索操作不同, 本文的重布局算法聚焦于合并操作删除阶段的优
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P1 P2

P2 P1

化: (1) Starling在磁盘布局算法中的最小单元是块 (block), 而本文的合并操作中, 每次是从磁盘索引顺序读取一批

块, 所以本算法的最小单元是缓冲区 (buffer); (2) Starling中的优化目标是点   与邻居   需要位于同一个最小单

元上, 而因为合并操作中顺序读取带来的先后顺序, 所以本算法的优化目标可以放松为   存在于与   相同或者

之前的最小单元上.
 
 

P1
1

扫描顺序

重布局操作

扫描顺序

P1
2

P1
3

P1
4

P2

(a) 重布局操作前 (b) 重布局操作后

图 9　重布局操作示意图
 

为了量化这一目标, 本文给出如下定义.
定义 5 (磁盘索引布局). 给定一个磁盘索引 I, 其向量索引数据在磁盘上的排列顺序称为磁盘索引布局.

p

n p BufIdx (p) p

Buf (i) IN (p) p

p

定义 6 (松弛化重叠比例). 点   的松弛化重叠比例为其入边邻居在当前及后续缓冲区中出现的比例, 假设整个

磁盘索引数据在一次全量顺序扫描中分为 0 至 n–1 共   段缓冲区进行读取, 给定一个点  ,   表示点   在

第几个缓冲区,   表示第 i个缓冲区中的点集合,   表示点   的入边邻居集合, 从而有如下计算公式衡量

点   的松弛化重叠比例 (relaxed overlap ratio, ROR): 

ROR (p) =

n−1∑
i=BufIdx(p)

|Buf (i)∩ IN (p)|

|IN (p)| (4)

P ROR (P)定义 7 (磁盘索引重布局). 给定一种磁盘索引布局  , 磁盘索引重布局的目标则是最大化  , 其中: 

ROR (P) =

∑
p∈P

ROR (p)

|P| (5)

基于上述目标, 本文设计了 3种磁盘索引重布局算法: 第 1种是最直接的基于入度的重排序算法, 第 2种是基

于贪心的朴素算法, 第 3种是基于邻居频率启发式的收敛优化算法.
(1) 分配算法 A: 基于入度的排序分配算法

因为每个点的出度是一致且是预先设定的值, 而入度则因为剪枝规则的存在而大相径庭. 将入度大的点排列

在前面从直观上更容易提高其入边邻居出现在之后缓冲区的概率, 从而提升松弛化重叠比例. 因此, 不妨考虑按照

每个点的邻接入边数 (即入度)进行降序排序, 并按照该顺序进行索引重布局.
(2) 分配算法 B: 基于贪心的朴素分配算法

p2 p2 p1 p2

在分配算法 A的布局基础上, 本文进一步提出基于贪心的朴素分配算法, 期望在尽量不破坏分配算法 A的先

后顺序基础上, 进一步加强松弛化条件. 具体流程如算法 6所示: 按照分配算法 A中的排序顺序访问所有点, 当访

问点   时, 该算法将   尽可能分配到原本的分区 (第 5–8行), 并将其入边邻居   贪心地分配到原本的分区和 

的分区中的下标较大值分区 (第 9–14行).

算法 6. 基于贪心的朴素分配算法.

输入: 图G = (V, IN (V)) ;

输出: 新磁盘索引布局P.
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1. begin
2. M←mapping of vertex IDs to previous partition IDs

3. P = [P0, . . . ,Pn−1]← [∅ for i in 0..n−1] //清空原本的布局

4. foreach v in V

5. x← M [v]　  //尝试分配至原布局位置

6. while x < n and Px is full then x← x+1　 

7. if x = n then x← any free partition　 

8. Px← Px∪ v　 

9. foreach u ∈ IN (v)　 

10. y←max(M [u] , x)　　  //尝试分配邻居至原布局位置

11. while y < n and Py is full then y← y+1　　 

12. if y = n then y← any free partition　　 

13. Py← Py∪u　　 

14. endfor　 

15 endfor
16. end

(3) 分配算法 C: 基于邻居频率启发式的收敛分配算法

β

p PIDdirect

PIDreverse PIDdirect PIDreverse p

p PIDdirect PIDreverse PIDreverse PIDdirect

在分配算法 B 的布局基础上, 本文再提出基于邻居频率启发式的收敛优化算法, 期望在尽量不破坏分配算法 B

的先后顺序基础上, 进一步加强松弛化条件, 具体流程如算法 7所示: 给定迭代轮数   与已有布局 (第 2–4行), 按照随

机顺序访问所有点 (第 5行), 当访问点   时, 统计其邻接出边点所在分区号的最大值   与邻接入边点所在分区

号的最小值   (第 6–7 行), 如果   小于等于  , 那么当前访问点   则可以取到局部最优解, 也就是

把点   分配到   与   之间的最小分区上 (第 9–10 行); 否则, 则把点分配到   与   之间权重

最大值分区上 (第 11–21 行), 权重值为当前分区及以后的入边邻居数与当前分区及以前的出边邻居数之和 (第

13–16行).

算法 7. 基于启发式的收敛分配算法.

输入: 图G = (V,N (V)) ,迭代轮数β;

输出: 新布局P.

1. begin
2. M←mapping of vertex IDs to previous partition IDs

3. P = [P0, . . . ,Pn−1]← [∅ for i in 0..n−1] //清空原本的布局

4. while iteration ⩽ β

5. foreach v in V　 

6. PIDdirect←max partition ID in direct neighbors　　 

7. PIDreverse←min partition ID inreverse neighbors　　 

8. x←−1　　 

9. if PIDdirect ⩽ PIDreverse　　 

10. x← ID of smallest partition ∈ [PPIDdirect ,PPIDreverse ]　　　 

11. else　　 

12. Wmax←−1　　　 

13. for i← PIDreverse to PIDdirect　　　 
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14. Wdirect← direct neighbors number before Pi　　　　 

15. Wreverse← reverse neighbors number after Pi　　　　 

16. Wi←Wdirect+Wreverse　　　　 

17. if Pi is not full and Wi >Wmax　　　　 

18. Wmax←Wi; x← i　　　　　 

19. endif　　　　 

20. endfor　　　 

21. endif　　 

22. if x = −1 then x← any free partition　　  //分配一个空闲分区

23. Px← Px∪ v　　 

24. endfor　　 

25. endwhile　 

26. end

 3.3.1    I/O分析与重布局策略

上述 3种分配算法的效率虽然较高, 但在应用至系统中时, 仍会引发较大的短期 I/O开销: (1) 获取原始磁盘

布局信息以及邻接图信息需要对磁盘基本层索引组件进行全量顺序读操作; (2) 在获取到磁盘重布局位置映射信

息后, 根据布局映射重写磁盘索引时需进行大量随机读与全量顺序写.
虽然重布局会产生大量 I/O操作, 但是仍旧有以下理由支持执行重布局操作: 无论是磁盘合并操作, 还是磁盘

重布局操作, 都是一种低频、高代价但能获取显著长期收益的操作, 其目的都是为了降低操作的冗余性, 合并操作

是为了降低磁盘中间层在查询操作时的冗余性而重布局操作则是为了降低磁盘基本层在合并操作时的冗余性.
(1) 在实际生产环境中, 只要磁盘中间层存在数据, 合并操作则可以在查询操作空闲时进行; 同理, 只要磁盘基本层

存在数据, 重布局操作则可以在合并操作与查询操作空闲时进行, 进而可以降低重布局操作本身引发的大量 I/O
操作对系统性能的影响. (2) 只有磁盘中间层保存的数据量足够大时, 才会触发一次合并操作; 同理, 重布局操作仅

在磁盘基本层的松弛化重叠比例低于阈值时才被触发, 从而能有效控制其频率, 较低的重布局操作频率淡化了其

本身引发大量 I/O对系统性能的影响.
本文引入了如下策略用于判断是否触发重布局.

Vr Vs λ(1) 测试物理机当前使用磁盘的随机读速度   与顺序读速度  , 并设置一个重布局阈值系数  , 如公式 (6)所示: 

λ =
Vr

Vs
, λ ∈ (0,1] (6)

Br Bs(2) 监控每轮合并操作中删除阶段产生的随机读块数   与顺序读块数   的比率, 用于近似表示松弛化重叠比

例, 当满足公式 (7)时, 则触发一次重布局操作: 

Br

Bs
⩾ λ (7)

 4   实验分析

 4.1   实验数据

我们在多个公开向量数据集上进行了实验, 包括 SIFT1M、GIST1M和 DEEP10M. 表 1展示了每个数据集的

详细信息.
● SIFT1M[53]是一个经典的图像向量数据集, 用于评估支持大规模近似最近邻搜索 (approximate nearest

neighbor search, ANNS)算法的性能. 该数据集由图像的 SIFT (尺度不变特征变换)特征构建, 包含 100万个 128维
向量和 1万个查询向量.
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表 1　实验数据集
 

数据集 向量维度 向量距离类型 向量类型 向量数量 查询数量

SIFT1M 128 L2 float 1 000 000 10 000
GIST1M 960 L2 float 1 000 000 1 000
DEEP10M 96 L2 float 10 000 000 10 000

 

● GIST1M[53]同样为评估大规模 ANNS 性能的图像数据集, 维度更高, 由图像的全局特征描述符生成, 包含

100万个 960维向量及 1 000个查询向量.
● DEEP10M[39]是一个规模更大的图像向量数据集. 图像经过 GoogLeNet 模型处理并通过 PCA降维至 96维,

最终包含 1 000万个 96维向量及 1万个查询向量.

 4.2   评价指标及基准方法

根据 FreshKANN 的定义, 我们采用以下 4 项指标来评估性能: (1) 查询召回率 (Recall), 用于衡量查询精度;
(2) 查询操作 QPS, 每秒完成的查询操作数, 用于反映查询吞吐量; (3) 插入操作 QPS, 每秒完成插入操作数, 用于反

映更新吞吐量; (4) 内存用量变化, 用于评估硬件资源消耗.
本文将所提方法 LSMDiskANN与当前领先的可更新图结构磁盘向量索引算法 FreshDiskANN (FreshDiskANN

代码仓库: https://github.com/microsoft/DiskANN/tree/diskv2)进行对比. 两者在公共参数设置上保持一致, 确保实验

公平性. 尽管近期已有针对 FreshDiskANN的改进工作发表于 arXiv[25,46], 但由于未开源, 故未纳入对比对象.

 4.3   实验设置

Vr = 567 MB/s Vs = 390 MB/s

本文所有的实验都在同一台配置为 Intel(R) Xeon(R) Platinum 8352V @ 2.10 GHz的 CPU, 128 GB的 DDR4
内存和 1 TB的 SSD硬盘 (顺序读速度  , 随机读速度  )的服务器上完成.

本文设计了两个对比实验和两个消融分析, 其中对比实验模拟实际应用场景中向量索引的使用情况, 设计了

索引快速膨胀场景和索引稳定更新场景 (代码已发布在 https://github.com/N0ir7/LSMDiskANN).
(1) 实验 1: 索引快速膨胀实验. 首先, 从原始数据集中抽取 10% 数据构建初始索引, 随后经历 100 个迭代轮

次, 数据量膨胀到原始数据集 80%的数据. 在每个迭代轮次中, 会不断进行插入、查询与必要的合并操作, 并保证

在每个迭代轮次中随机插入原数据集总量 0.7%的数据.
(2) 实验 2: 索引稳定更新实验. 在实验 1的索引基础上, 整个索引再经历 100个迭代轮次. 在每个迭代轮次中,

会不断进行插入、删除查询与必要的合并操作, 并保证在每个迭代轮次中各随机插入与删除原数据集总量 0.3%
的数据.

消融实验则分别在实验 1和实验 2的场景下, 对本文提出的优化策略进行有效性验证.
在本文实验中, 对于相同数据集的不同实验均采用相同的参数. 对于不同方法之间的共有参数, 也采用相同参

数, 并使用 FreshDiskANN 中的默认设置. 表 2 共同实验参数展示了不同方法之间的共用参数, 表 3 展示了

LSMDiskANN的特有参数.
 
 

表 2　共同实验参数
 

查询线程数 插入线程数 删除线程数 R邻居列表长度  Ls搜索参数  α剪枝系数  合并时最小单元大小 (MB)
6 2 1 63 75 1.2 256

 
 

表 3　LSMDiskANN实验参数
 

内存层
组件数

磁盘中间层组件数
最大值

磁盘中间层合并
组件数阈值

刷新线程
检查频率

合并线程
检查频率 Ls0

磁盘中间层
搜索参数  η

动态搜索阈值
系数  λ

重布局阈值
系数 

2 5 3 5 s 20 s 15 1.6 0.68
 

Ls0

λ

说明: 磁盘中间层搜索参数   取值依据图 8(b)曲线斜率变化, 在搜索列表长度为 15时, 曲线斜率达最大值,
且召回率满足基本要求; 动态搜索阈值系数参考 SPANN[11]进行设置; 重布局阈值系数   由公式 (6)确定.
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 4.4   实验结果与分析

 4.4.1    对比实验

本文两个对比实验均在每个数据集上进行了 100轮次的实验, 并对每个轮次中的多次查询取均值, 从而得到

如图 10–图 15所示的有关查询性能指标实验图, 同时对 100轮次进行取平均, 从而得到如表 4、表 5的汇总表. 由

于删除操作较为简单, 每个批次的删除操作在不同方法中均在毫秒级完成, 不具有比较意义, 因此, 本文实验分析

将删除操作的吞吐量分析省去.

为了评估 LSMDiskANN的有效性, 本文围绕以下 5个关键问题展开分析.

 
 

2 000

1 800

1 600

1 400Q
P

S

Q
P

S

M
em

o
ry

 (
G

B
)

(a) Insert throughput (b) Query throughput (c) Query accuracy (d) Memory usage

(e) Query P90 latency

0 25 50 75 100
Iterations

0 25 50 75 100
Iterations

0 25 50 75 100
Iterations

0 25 50 75 100
Iterations

0 25 50 75 100
Iterations

0 25 50 75 100
Iterations

0 25 50 75 100
Iterations

0 25 50 75 100
Iterations

(f) Query P95 latency (g) Query P99 latency (h) Query P99.9 latency

L
at

en
cy

 (
m

s)

L
at

en
cy

 (
m

s)

L
at

en
cy

 (
m

s)

L
at

en
cy

 (
m

s)

1 200

1 000

650

600

550

500

450

400

350

100.0

99.8

99.6

99.4

99.2

99.0

98.8

1.2

1.0

0.8

0.6

0.4

0.2

20

18

16

14

12

10

22

20

18

16

14

12

27.5

25.0

22.5

20.0

17.5

15.0

FreshDiskANN LSMDiskANN

400

300

200

100

0

R
e
c
a
ll

@
5

图 10　SIFT1M数据集下索引快速膨胀实验总体表现
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图 11　GIST1M数据集下索引快速膨胀实验总体表现
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图 12　DEEP10M数据集下索引快速膨胀实验总体表现
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图 13　SIFT1M数据集下索引稳定更新实验总体表现
 

● Q1: LSMDiskANN是否可以获得比 FreshDiskANN更高的查询吞吐量?
从图 10–图 15中查询吞吐量变化图来看, 答案是肯定的. 在索引快速膨胀实验中, LSMDiskANN在 3项数据

集上分别平均取得了 20.76%、35.5% 和 13.24% 的查询 QPS 显著提升; 在索引稳定更新实验中, LSMDiskANN
在 3项数据集上分别平均取得了 16.6%、19.22%和 11.73%的查询 QPS显著提升.

该提升归因于合并操作频率的下降, 正如前文所言, FreshDiskANN频繁的合并操作占用了大量系统资源, 进
而严重影响前台查询操作性能. 此外, 因为周期性合并操作的存在, 使得查询吞吐变化呈现波峰-波谷的震荡式变

化; LSMDiskANN将原本的合并操作拆分为刷新与合并操作, 使得变化曲线变为波峰-波腰-波谷的平缓式变化, 系
统运行更加平滑, 查询吞吐量显著上升.

● Q2: LSMDiskANN是否可以获得比 FreshDiskANN更高的更新吞吐量?
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图 10–图 15中插入吞吐量变化图结果显示, 相比于 FreshDiskANN, LSMDiskANN在 SIFT1M上平均取得了

6.42%与 14.24%的插入 QPS提升, 在 GIST1M上基本持平, 在 DEEP10M上略有降低.
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图 14　GIST1M数据集下索引稳定更新实验总体表现
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图 15　DEEP10M数据集下索引稳定更新实验总体表现
 
 

表 4　索引快速膨胀实验汇总表
 

数据集
Insert QPS QPS P90 latency P95 latency P99 latency P99.9 latency

FDA LDA FDA LDA FDA LDA FDA LDA FDA LDA FDA LDA
SIFT1M 1 357.18 1 444.35 485.45 586.25 14.49 12.48 15.50 13.42 18.87 16.99 114.12 30.30
GIST1M 568.35 574.65 311.99 422.77 23.67 17.87 37.71 19.91 62.96 27.70 158.09 56.13
DEEP10M 964.94 873.12 417.75 473.07 17.28 16.93 18.53 18.63 28.85 23.13 138.49 39.59

注: FDA代指FreshDiskANN, LDA代指LSMDiskANN
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表 5　索引稳定更新实验汇总表
 

数据集
Insert QPS QPS P90 latency P95 latency P99 latency P99.9 latency

FDA LDA FDA LDA FDA LDA FDA LDA FDA LDA FDA LDA
SIFT1M 1 349.56 1 541.78 511.78 596.75 12.83 11.80 13.86 12.82 16.84 15.67 55.82 21.76
GIST1M 608.84 589.54 353.49 421.41 19.86 17.39 24.65 19.22 37.29 24.66 85.96 91.20
DEEP10M 1 116.94 985.96 459.42 510.65 15.13 14.81 16.19 16.15 21.00 19.45 80.07 28.49

注: FDA代指FreshDiskANN, LDA代指LSMDiskANN
 

因为插入操作仅在内存中完成, 受 I/O操作影响较小, 所以在插入吞吐量变化上, 合并操作的延缓并未显著影

响插入 QPS. 同时, 由于内存索引组件数据量小, 其图结构收敛性不稳定, 并随数据量减小而收敛速度加快, 进而直

接影响插入操作延迟. 因此插入 QPS受内存索引转换频率影响较大, 且该转换频率与合并操作频率形成一个取舍

关系.
● Q3: LSMDiskANN是否可以获得比 FreshDiskANN更稳定的查询表现?
图 10–图 15的查询延迟分位点变化图结果显示, 在多项查询延迟指标 (P90、P95、P99、P99.9)上, LSMDiskANN

均显著优于 FreshDiskANN. 例如, 在 SIFT1M上, 最大可降低查询延迟 73.45%; 在 GIST1M上, 最大可降低查询延

迟 64.5%; 在 DEEP10M上最大可降低查询延迟 71.42%.
虽然磁盘层多层的设计使得冗余查询增多, 在仅考虑查询操作时, 会不可避免使得查询延迟上升, 但在查询-

更新混合负载下, 这种设计使得系统资源的整体状态更加稳定, 变化幅度小, 可用计算资源增多, 进而显著降低了

复杂场景下查询的极端查询延迟, 在实际生产环境中, 提供给用户更佳的查询体验.
● Q4: LSMDiskANN是否可以获得与 FreshDiskANN相当的召回率?
在两个实验中, LSMDiskANN 与 FreshDiskANN 的召回率总体相当且均处于高位, 差异处于可接受范围内. 在

索引快速膨胀实验中 (如图 10–图 12 所示), 考虑到插入数据的随机性, 二者的召回率均在合理的范围内波动; 在
索引稳定更新实验中 (如图 13–图 15所示), 虽然 LSMDiskANN在实验后期的查询召回率略低于 FreshDiskANN,
但是都处在一个高位召回率水平; 图 14、图 15显示, LSMDiskANN与 FreshDiskANN的平均召回率基本一致, 但
是 LSMDiskANN的波动范围略大一些.

每当新鲜数据插入到上层索引时, 由于冗余查询的存在, 此时召回率会不断上升; 每当数据从上层索引往下层

索引进行传递时, 都不可避免的导致召回率的陡然下降, 从而出现召回率波动的现象. 同时, 由于 FreshDiskANN
本身合并操作算法的两点缺陷, 导致 LSMDiskANN召回率的下降与波动现象更加明显.

(1) 在合并操作后, 不会调整对应量化压缩中聚类中心的分布, 从而弱化了量化压缩反映真实向量数据分布的

特性, 并注定了磁盘向量索引在不断合并过程中召回率的下降趋势. 这点在 GIST 数据集上尤为明显, 这是因为

GIST 数据集中向量维度更高, 其量化压缩反映真实向量数据分布的抗干扰性更弱, 进而加剧其召回率劣化速度.
因此, 无论如何调整插入算法, 当插入量积累足够多后, 必须通过重建或者调整量化表来维持高位召回率.

(2) 在合并操作插入阶段时, 所有插入点之间没有连边机制, 因此同一批插入点之间是不能互连的, 从而导致

图连通性下降, 但是在下一批次合并操作时, 新批次插入点会成为上一轮批次插入点之间的桥, 从而可能使得图连

通性有所弥补, 并出现图 14中合并操作后的召回率有所回升的现象. 因此, 当插入点批次量越大时, 图质量下降幅

度越大. 由于 LSMDiskANN每次合并操作数据量的增大, 进一步加剧了图劣化速度, 从而导致如图 14、图 15中
更大的波动范围.

总的来说, 相比于 FreshDiskANN, LSMDiskANN的召回率波动均在可容忍的范围内, 关于合并操作插入算法

的改进, 本文将其留作一个未来工作.
● Q5: LSMDiskANN是否可以获得比 FreshDiskANN更低的内存占用?
从图 10–图 15的内存占用变化来看, 结论是否定的. 不可否认的事实是, LSMDiskANN由于引入了磁盘中间

层, 需要维护更多的磁盘层索引组件, 进而带来更多的量化压缩对应的码表, 内存开销必然有所增加. 但更多的内

存开销源于磁盘索引组件之间的数据冗余.

1078  软件学报  2026年第 37卷第 3期



由于 FreshDiskANN原本并未考虑在单个系统中集成多个磁盘索引组件, 因此在现有磁盘索引实现中, 均保

留了一份索引执行所需的完整上下文结构, 比如重复的元数据和查询所需的内存上下文. 进而导致在多磁盘索引

组件的情况下, 内存占用随着磁盘组件数的上升呈现线性增长趋势. 若能实现组件间共享资源机制, 比如统一元数

据管理和线程池管理, 则可大幅降低内存开销. 这类共享资源的方案属于工程实现的范畴, 因此本文并未在此方面

做进一步测试.
 4.4.2    磁盘组件搜索参数动态确定机制消融实验

为了评估磁盘组件搜索参数动态确定机制的有效性, 本文在 SIFT1M索引快速膨胀实验设置下, 对层间动态

搜索参数策略 (以下简称策略 1)与层内动态搜素参数策略 (以下简称策略 2)进行了消融实验分析, 实验选取其中

策略 2生效的查询记录并按迭代轮次取均值从而得到实验结果, 如图 16所示.
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图 16　磁盘组件搜索参数动态确定机制消融实验
 

从实验结果可以看出, 相较于完全不使用动态搜索参数, LSMDiskANN在查询 QPS上平均提升了 65.86%, 在
查询延迟 P90、P95、P99、P99.9上分别平均下降了 36.7%、35.89%、31.01%和 27.74%. 进一步比较策略 1与联

合使用策略 1 和策略 2 的效果可发现, 后者在查询 QPS 上平均提升了 1.35%, 而在极端查询延迟上几乎持平. 这
是由于策略 1中查询列表长度的默认值为 15, 而策略 2将其下调至 5, 下降幅度相对较小, 因此带来的性能优化也

较有限.
综上所述, 磁盘组件搜索参数动态确定机制在提升查询吞吐量及降低高分位延迟方面均表现出良好的实用性

与有效性.
 4.4.3    磁盘索引重布局算法消融实验

为了评估磁盘索引重布局算法的有效性, 本文在 SIFT1M索引稳定更新实验设置下, 比较了基于入度的排序

分配 (in degree rank relayout, IDRR)算法、基于贪心的朴素分配 (greedy allocation relayout, GAR)算法和基于邻居

频率启发式的收敛分配 (neighbor frequency relayout, NFR)算法这 3种磁盘重布局算法对松弛化重叠比例 (ROR)
的提升效果, 其中 RAW表示未经任何重布局优化的初始索引布局, 实验效果如图 17所示.

图 17展示了具有先后顺序, 编号为 0–2的最小单元在经过 3种算法处理后的 ROR提升效果. 由于所有数据

点都在最小单元 0及其之后, 因此最小单元 0的 ROR恒为 100%. 可以看出: (1) 在最小单元 1中, 各分位点层级的 ROR

邱海浪 等: LSMDiskANN: 更新友好型磁盘向量索引框架 1079



显著提升, 平均提升幅度为 42.81%; (2) 在最小单元 2中, 平均 ROR提升更为明显, 达 163.15%; (3) 从全局来看, 索
引总布局的平均 ROR从 67.6% 提升至 83.2%. 这一结果表明, 即使在合并操作的删除阶段需要大量删除磁盘索引

点, 在优化后的布局下, 最坏情况下也仅会触发不超过 16.8% 的随机读操作, 从而有效降低了 I/O操作成本.
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图 17　不同最小单元在不同算法下 ROR提升效果
 

此外, 本文还对是否启用磁盘索引重布局算法进行了消融实验分析, 并统计了每轮合并操作中删除阶段的磁

盘 I/O操作时间, 实验结果如图 18所示.
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图 18　磁盘索引重布局算法消融实验
 

如图 18所示, 在采用重布局算法并结合本文提出的删除流程后, 在 3个数据集上, 整个删除阶段的磁盘 I/O时

间分别平均下降了 40.06%、42.76%、41.26%, 进一步验证了所提出磁盘索引重布局算法在降低系统开销方面的

有效性.

 5   总　结

基于 LSM 的次级索引广泛应用于 NoSQL 数据库, 在高吞吐量场景下有效地解决了索引表的同步更新与高

并发查询问题, 展现出极强的实用价值. 受此启发, 本文提出了一种基于 LSM思想的更新友好型磁盘向量索引框

架. 针对现有领先算法 FreshDiskANN 在查询-更新混合场景中存在的查询吞吐量瓶颈与极端查询延迟过高等问

题, 本文借鉴 LSM 的分层思想并结合 FreshDiskANN的系统架构, 设计并引入了磁盘中间层, 以缓解访问瓶颈. 同
时, 本文进一步提出了磁盘组件搜索参数动态确定机制与面向合并操作删除阶段的磁盘索引重布局算法, 在降低

查询延迟与减少合并操作删除阶段 I/O开销方面取得显著效果. 通过在多个经典大规模高维向量数据集上进行的

索引快速膨胀场景与索引稳定更新场景下的对比实验与消融分析, 本文所提出的方法在查询吞吐量以及极端查询

延迟方面均有显著改善, 验证了该框架的有效性与实用性.
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