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Dynamic Model Routing Based on Collaborative Relationship

WU Jun-Ru, LI Zhe-Tao, WANG Jian-Hui, LIU Zhong-Ren, PANG Yong-Hao, HUANG Ji-Jun
(College of Information Science and Technology, Jinan University, Guangzhou 510632, China)

Abstract: Large language models demonstrate significantly superior performance in reasoning tasks compared to traditional models, yet
still struggle to meet the demands of complex tasks in terms of computational cost and response quality. Against this backdrop, model
interconnection enables the sharing, integration, and complementation of large model capabilities by constructing a collaborative paradigm
among models. The cascade architecture represents a typical form of such collaboration, where multiple large models are organized in a
chain-like sequence to enhance system performance through step-by-step optimization. Routing in model cascades aims to select
appropriate cascade paths and serves as a key factor in improving system capabilities. However, current routing evaluation and selection
methods lack systematic consideration of model collaboration relationships. To address this, this study proposes a dynamic routing method
based on collaboration relationships. It first builds a model collaboration graph through a mutual evaluation mechanism, and then employs
a dynamic collaborative routing algorithm to analyze responses hop by hop and optimize path selection. The mutual evaluation mechanism
uses gradient-based mutual assessment to quantify the quality of pairwise model collaboration. Based on the resulting collaboration quality
information, the dynamic collaborative routing algorithm adopts a model “consensus rule” to analyze each hop’s response and determine
the routing order, thus enabling dynamic path adjustment. Experimental results show that the proposed routing algorithm outperforms both
non-preset and non-targeted routing methods in terms of accuracy and response win rate on benchmark task datasets. On the OMGEval

dataset, the win rate is improved by up to 45% compared to non-preset routing.
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(2) AR/ BERY: R ) [B] 55 3R A5 FL A AR Y 5 i (1 70 B (K Received), Fof AN BAE 15 7 MRS Y 1) LA /T
J&, AR A AT SE R FHR AL B A

(3) BV BEAL: R E HA AR B A HH AR 45 T = o B (5 Giiven), U3 H 55 S AL RSEFRY A S 1R 4% ] 17 7 7



8 BB oo e b g e

JE &, AN AT SE R AR O B A

(4) TRPF AL 2B o) A A 2 it A48 AR B (1K Given), FoH H 15 S MO 2R B A4 SRR 2 ) ) 78 5
JEAR, W AR 9T SE R FIRDUAL A K

(5) HoAd LAY ERIBEF AR SARMC I (IS Given BAIK Received), Fofi th FRAEMRR K AR FETE X (ks 5+
PR, 7 A5 8.

Vo 22 5 5 1B 2 e 2 [A) B AECE TR AE A DR E, (E P AR EERIR R, 2 — BRG] Iy — AR 1 [ 52 45 IR 40 B
ARSI SRS R (A SRR HE () 22 5, W RBVR TR SCAREE 1 . FRIA LV BLPPAN 4L B2 1) A I X S S5 R
A B 1R % LI B B TRY 6 7 TR AN AE BN LG R A/ VAN R B AE TR R Y ) 22 e, 92 el S SR iR Ak
TiZ%.

FEXSRRL M, 7 — SR VT 3 (A AE EL A VB LE B 1 18 28 (0 I e A Y, B AE — 0 iR 28 M, TRy BB T
ARV = AR AR, ik, #EE M, G ERRLEE C e C, Hi C =(C,,...,Cy). A VRIS RYAE GRLE AL 55 Y
ANSAE: 1) RIERETIRT M, VP43 A T 2R M, PR IS dy% [X (8] 2) GBI JE T 1P 43 i 45 40 B,
[, WAEAE — X FPP 2 (AR AELEL A AN 1 P 8 2 R e A RY, RVAEE — 3B 0 B 8 M, TG4 B 1Ak
SRR L. R, HE— P M, AN BME ¢ e O, b ¢ = €, .., C), . TZ AN FERE B AR T AL IR 25 R
ANGFAT: 1) MRIERAIRT M, BIPE AL T AR M, W5 IS dy% X [8); 2) i A J T I 1 R4S 43 s Y.
C; M1 C; TR M, S UMER R AT BERIN R, S &G 2| B B P i C A C R B DM ok 2R TR 1
3.3 aiStMERBEE

i A i R SR AE R IA AR 5 AR 55 1 AL I M A SE BB I R AR e 5, PRITTIAIEZE 1 Bl &S SVE B L 75 5K
BUA 153 30 T e T 5 A g B 3 R A B . 5 10 7 VR SR AR A AN B T 1 A S IR B S, T (3 1Y a2 R 5
Hop Al gE R, PR I TR VA AL AR R U BR AR A I R A e R HEAT [0 PP, FEARSE VRO 45 R Bk —
BRI DY — 19 . A ST Bh A PR i ey S 30 e ) RSS20 [ F) DI 5 2R ) S % e R SRR AF, BRI 5 T B8
PRI T ORI BRI, S AE B R A SR AN 5 i Ak, — 7 TR s T P E S R EEAE R,
B AW IE T AR 53— 7 T A2 2 S AR Y 1) i BORS  SE, aE ETRY f E — W, SEILER T A R
e, — BUR Z R AR 2 — IR SR 75 Al A — BOA W], A REW PR AF L. MR Z A, 53 Je b ATk
AR (B, T RIE AL (M B, RN AR 2 s, WA vt Fidfe.

(1) 75 HR IR SR A, MR A 51 1 58 — R TR 5 i M, (T DI AR 5 38 B L P ) DA R o [ 3k 2 5 PR 3R
e, W TAT 555t 30 50, 2B RAIER IR y, = M, (x), FEIMAES B 7 51 Route. BLHY, Routey = {M, ), Route, )9
BEATBNEE s BRIN (1) SR AR5

(2) 28 1 BB, MRS s BARALUN M, 7E28 s+ LBk, BT C, AR ARIB AT 5 A% B &, AR BN, WP B 5
SONRP RN TP IETI. 2170 FrA SR SO % B S AN T RPN AR Judge, RN LA HEE AR, “0”
AT, Judge NS KV A — e, B

Judge = {(m,v) |me C;,ve{0,1}} (@)

(3) 2 Br B, A Judge T RENLESE— AN M, ISR AR p, VRN —BET5 A, SRR — B0k

M, A s R T RS /L
Route,,; = Route, UM; ®)

Yerr=M;(ys) €

(4) EEPH (2) MBI 3), HE (2) H Judge Fr & — ol AL E <A it (MLt B CUies)).

(5 &t s BB BSORAT G, REAFBIRIE y, ULIEK B Route, . FEANRE BATWSII TG BL T, AR B % Hi fx
KT EEREON a, MG L s < a. ATLGAY, BT i RIS T 12 B YOSt £ 3 % R0 PR SR R 45 AU %
FEpURY

C 5 C BB P AAAEARTES, C a8 IR [ R ARG BOUBERIET i &, ¢ &



EBAE F AT X AR Sy A% G 9

(AR TR A 1 0] 25 e sl L. TR, AR5 558 € B2 APRIE TN R SR e[ ] C R ARKRBT T N2
Bk 2. ShA VMRS .

N AR5 x, A BT SRR C;
St : B8 B Route, B &AL K y.

L. /I¥14R A

AR K s=0

3. MR BT 5 M, Route, = (M)

4. yo — M;(x)

. Judge «— C, FIRERINT y HIPPANY

6. while Judge TFETERNAT]E LB s < a do
705 1B

8. M, FEHLERE— A AN

9

Route,, < Route, UM,

\S)

W

10, yoy « M;(y,)

L1 /755 2 F B

12.  Judge < C; P AR AR AR Stof Vel AN
13. end

14. return Route 1y

[l

4 £ W

AR Vv 2 T 1) S )32 S HE AT 55 (1) SR, AT 4 THT 400 ME T 2 66 Hh 7 VR IR PE .

(1) FERCIR )2 : A6 FF RSO 0 25 v, P AT DA [ A 1) () AT AT AR08 ) 1 (L AR ZE S, D) s el R A
B4, S 1] R A [A] 438 8 AN 2 A R o RS A, AT DA — AT 05 S e A R B A AR ) 4 A
A T T ) B R KA R % v Ak ANV A R R B A T 1B A, R T 45 A P . ) 2 DR e 8
VA R 7 v AR A [l 57 AL [ 52000 ) R e .

(2) FR A S i 2 TS B A AN R AT (B, R DT BRSO BIATR IR I, MmE
TR RUAE R FE AR . SRS DA A B S 77 T PRV RE 0. SRR 0 280 A B 5 Pt 5 e 7 12 one A A 200 R 4T A 34
A RE).

(3) M E MR A E WL T PPAS AL I A il A 5 R T A & R B B3R DL K TE B S5 Am . AN E
DR RE WS A 8 i 7 VAT P32 R SR EL X 55 T R R
4.1 HIRELIRIFN IR

(1) FewCLUE™: FewCLUE 1% £ MR FR B ML 55, MR ROMAES . ARIE SR, ZRCAS .
SCZAS G P AT 45 0 8 ) S A 5 i B R A T3t AT LY

(2) OMGEval™; OMGEval & —/MI& 3. ¥E1E. WRiG. PP ERBTRAAEX 5 FHE S el 2 5
WA, R E AR E N SR R R HERL 5 2 U7 . A SCR ) Ho R SCAR AL EE HEA T IR, % OMGEval
(28 AT AT B 58 =7 KA AY (GPT-3.5) VR AL, 28 =5 KA BLE I X Lh S % % R 5 Bt A4 g &, FIlreift
SRR, B JE I I % P A A R RS T

(3) Flames"": Flames #& Fil - LLM 98X 55 34 19— AN e BE X 0ok 1) P SO MEROR 46, B8 2251 SRt
Ptk FTHWERIER, ARG MEREE S — MR P E L (BIAE, 24, Bl A3 SUR R,



10 A T

FER F P B TF B 1R R Flames (3T A 48 AR G4 T0 5 28 DLCTE 55 70 30, FH DM IS Hh A i 5] 78 & (B 48 2
LRI AR BIESE B 2T InternLM-chat-7B VT2 88 1HEAHRLFRHR, 5 4.5 TAAT EHELRK UK
o H B ARV 4.

(4) CaLM Lite™": CaLM Lite HIF-18 & B8 X e FL B8 ) VRA, (08 920 NI H, BT 7 —ANH 4 M b4
R A 2 2 BRI H AR (RPVRAAT4) &R (RPN SRS 45 50 B (Pl U 2 25 50 ) A0 (R ander 4y
AN R 455 RN RY 1 e AT 20 i, e BT A ik 48 HIIT DL MEZR oF 5. CalM Lite BIVFAL 4R bR A HER 2,
R H TERA B2 3OS Bl B2 R L.

AL, B HiE B ST 4l AL A5 AT R R L . < B ROR WA R E A R AE 55 < N RSB ROR bR
WIGERE RS s 2 b, AR AT N T R S48 (v k), gt B3R N+ 1A R
42 FWSY

AT ELLHI, #E 3 NMER (A By C), X FewCLUE ¥4 AT 8 P, H A 2504 45 0 FH T
R R WE S BX B S S8 d, =50 BERRERIS S5 d, = 50 URFHRE ER e =3.

2 55 5206 F A 43 5] 4, Baichuan2-7B (Baichuan). Qwen-Plus (Qwen). ERNIE-3.5-8K (ERNIE) A %
DeepSeek-R1-Distill-Qwen-7B (DS-Qwen). A [F#E 8 Z ZHOMAL, 288 S5 R R 5gm, YEae & AR, % 2 @R
TS LTSRN, FoH (question) BRSBTS, (answer) AR [EI K.

#2 PR
P g PRI A 2

X RATSS: {question), IX ARG K R ILRRENI B {answer). ‘BRI EIZ5 0] BEAR IER, (HIEIRIEN
T H —ANMEASUEN LK, FEHITEA, B, CE N SE RGO T, AIEA B PRYL. TERAN BIZ 5521, AN
HAAEATE 2

A YMERS B R W (question), IXFEMIZS: {answer). WARAEA—ANB RS L K, &5 IR BIERE T URIE. R R 3
BRI B R BT B E AT, 7N 75 B LA ATy 28

A YMERS B X2 M (question), ZIEME: {answer). WilFEA—ANERASURNE K, 45410 E CHPLBIALZEZ. 7R
S BN T B ) et B R 2 SR A R A B, R 7 A ) LA AT AT P 2K

43 REEIFLER

Vo g5 R 3 s, mif3 580N Qwen Al ERNIE, 94> 82424 Baichuan 1 DS-Qwen. #— 35 AT 541K
PP Hom s KR O ERNIE A1 Qwen; w70 Hs 5 20 UBE R 208 w170 HLARAS 20 A8 84y Baichuan Al DS-
Qwen; (K IF7r HARTS 7> IO T, AR o) WIBUEEE— 046/, W DS-Qwen AT LLIASROGARIE 7 HARAS 70 A7,
R g, A EE— P34 K, W Baichuan W] LAURSEN R vF > Him A0 B8 st —20, W LOAN A 4 MR R &
(1) Qwen — ERNIE; (2) ERNIE — Qwen; (3) Baichuan — ERNIE; (4) DS-Qwen — ERNIE, Qwen.

Qwen )

=

.. )
5

DS_Qwen ...

Qwen Baichuan ERNIE DS-Qwen
BPF A

K3 BRE PR

Baichuan

PR

ERNIE



ZUAE F A TR R A S S d 11

B T BRI SIS R, v T REAT SRR XS b, W E AN MR .

(1) Routel: DS-Qwen — ERNIE, Qwen % HH (WMEL A 45 & BT 1 3h & 1t 50%)

(2) Route2: ERNIE — Qwen 2 H (WMEH A 456 Frie M sh S8 H %)

(3) Route3: DS-Qwen — Baichuan (AEWMEH & S5E I H 13038 B H 502%)

(4) Route4: ERNIE — Baichuan, DS-Qwen (FEPMEL & 45 A AL HEHE)

BEALEE B BVETR M2 T — Bk R B A b, BENLIE B RS AT AR 55 1 M B 54, LIt 28 1 2% A )
FENT B IXEAKELL .
4.4 OMGEval LHLER
441 M E

R 5 22 RO A T B R 25 SR N ] 4 TR, Qwen 5 ERNIE FIR LA B A0 T H AR, fx im0k 3 91.3%,
T B ZE R T 24NN 36.8%. TE I B SRS [ 28R X H 1, Routel X DS-Qwen #5851 I H 1525 (1 14 R 3% &, 151 &)
IR 46%. Route2 R EESCILEE— D18, X2 K25 ERNIE 7EiZ 8855 RV, M LSS H AR R 1 2
FHI a5, X LE4LH, Route3 X DS-Qwen MIARALAE I B, fLSEILL) 1% RITIESE T Routed M 2 B A7 1) R,
HEE a2 T 51— ERNIE SR EE(E. 5238 % 8, Route3 &5 Routed P Fh HRBE X RSV Re AR AL B = S5 5T
k. B AR X) DS-Qwen AT 58, Routel X Lk Route3 7EEZR I _EFET 45%, 9 3 AN FEUEAT 5504 45 = R i
KI—4.

90.0
S
+H
=
Q&z‘b‘
Q.

TR /4
Kl 4 OMGEval #5545 1

4.42 B{HEDL

B 5 JEE GE T SR 1] A B R DU B R, 3t — 28 i e R AR B STRREEAT 20 BT, #E Routel 7, DS-Qwen
RIS A KR [ 2 5 B AN K2 30%, R Zh A5 B i 5000 H 70% B9 Rl ZEAT 7 ALfk. DLl R e Bl ik st
SIVE, PRI 1 W RUERERD AT A B EE 3L IR 7E Route2 1, [ ERNIE HUBE RS BT IR, Qwen 25 %K
T 10%, FIrbA 2 Ik 2 3 IR #3750 L ANAEAE. Route3 IIPMEZR AL, Baichuan 2 5B n] B AT, 285 1%
A7 AE ARSI B AN ] R, FOXS 5T B4R T A DTAR TS5 Routed HBEALIE SV A7 75 5 BRE, S8 ML b S0 Ak
FORK B IR W (5 Routed H14) 65%), (PR = 5E FIPRAL, Fe 28 5T R ™ A S B v itk i I 1% 1
B IZERAEW], PR th AR R SRR A RE 0, I ERTH AR R L. ZR G180 4 5 5 a8 R mT R,
%6, IMER R AR e T A1, X RIIE 1T B R R & — 2 ARk, Tl A AR IE RE 5 A 2%
FTHBARRIL. K, ARUMEA E A REIL S IMEA S ML VERE. EARMEL &, BRI E B W K. f5,
S B ISR B, PR TS B B OB AE 3 IS BR LR, BHZ T IR S R T TSI



12 R Sk AT S A

- 1R 2R T w3

2 (%)

Routel Route2 Route3 Route4
%

K5 OMGEval ##E4E % it

4.5 Flames SLIZER

Flames 1173 73 88 403 3 58 IO 7r FHN (W02 bk, iS4 L) XEIF el kAT 1-3 70 BALTESp.
Flames H (1) 703 25 1) A2 it (] 52 3R A9 d5c iy 5 A4 55 0 (VP93 =3) HUSIIK oty LU Flames H IR 03 2 B IR /2 45 4
FEVFII 2 VA — AR I ZR B i (WA 55 0-100 DX []). #EADG Flames (% H 21 4E 100 5L, DB 48 2E &
A FETF AL 53 77, 419K Flames FARE P4l BT LUKAIA] InternLM-chat-7B S 53 43 He4s A1, 6 5%
Flames %4 4 30k &

®3 1EoHE
KA GES i
3 RARBIAE o g th T BRI B R R A S SRR AR, 25 B P VA R
2 ORI W] RETCIE R G T B 2 A B AV SR, AT I8 A — 7 KU
1 R AN AT A2 BN A Y A, AT 325 7™ 2 AL
3
1

A N 5 AN (£ -

KBRS IR i ARV B I R AT O, TR 48k A A T AR s R M AT O A

SATE SR SR E 3L A Hy BT R BT, R 7 B B M B AT 2

451 KEFX

W S 6 T, A ETY 5 %t S 7E Flames G35 4865 ERIWH A BB, Bk, TR H %
PHEF 0.5 (KA 1), HIR, Qwen BEIEIEENE . AN R BER Y 3 AN LRI B BRI, F5 R (e
TEEAERE, HAVE R BT AL, 8 IR EEIX 20% LA 1. 7E Routel H, DS-Qwen 7 #HE R34 B S04 150%
PETF, Aok B B AR I 25 11X 2 30%. Route2 BT+ ERNIE B8 % P (+18%) BB (+2%) K EHE R
(+22%), (LA VR FE I 3% {RR. PRy 2 B8 5 S B R i/ K BE AN n, 7388 7 5 SR VA R HE R
3, TS 35 [0 53 5 4 I 2 PRI PR IC. Route3 5 DS-Qwen BRIV B 57 4 B &, UF W% 2% b S5 ) (1] 52 T4
i, ARS8 A T0H 73 30 G4y B 1 s e % 0. ARAEC T FAth 2 F SR 5, Routed T2 R I 7 1. Routed T3P
7 ERNIE #8Y 7% ()14 Re.
452 EESH

ToE R H fUOE 3 4 EIE, WG 7 BT PLOGHSR B &S0 B0 R SR B AR TR a0 45 2. 18] 6 #8878 T Routel
Fl| Routed HIEEHE 7345 o F A M IEAE Jet, BTG 3 28 1 van R A B/ e A A S 300 HH B v 1) O 55 4 4. R, 3 43 [l
TR LA VNS F F/ER. SO Route3 15 Routed TG 7345, B 7T S EUS R M R PRI £ ZH . BT Route3
TG 7 B AR A DS-Qwen 73 HUE &S, TR ARLEHTE FO M 1 h SR AL 2 55Ok — PR 5T AL Routed
TEXUFEbR b AR R B, BRI 43 [0 52 ok RIARALZE G2
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— o

ERNIE

Qwen £ RS Qwen

prichuen ...

o
o
S
o
=

Baichuan

o
.. -
] . :
o = o
2] el
o
o
~ o
[ S

2% DS-Qwen - 0.15  0.037 . 0.2 2% DS-Qwen n 51 65 &
e S R
= = o
#E  Routel 0.047 .. #E  Routel 60 1R
55
Route2 0.43 0.45 Route2
- 50
Route3 - 0.15  0.037 . 0.2 Route3 .
- 0.1 - 45
Route4 0.079 . Route4 . 52
AR S i TEEME AR SRR AT 2t EENE SR BURRY
WY 2 MR E
(a) LHE (b) TFH

K6 Flames £ L HER 5LHED LR

453 BB

ETE 78BS 5E0ATE, BT Route3 Z4b, HALM M KL RWE | KT M54 K. 1£ Routel 1, #id
50% [R5 28 1 T B SE A Ak, BRI MR R A 5 40 10%, H 5 5 B P 52 K 22 S sl 05 4 1 1 75 DAL Ak 52 1. Route2
FRELRI (4 80%) 5 1 WK (4 20%) LLBIERER R E, Qwen IHAMRFF— B M S ST, fEUMEF RIERALIEH.
Route3 FITMEBIT-#4 T Wi %4>, Baichuan #AL7E Route3 H {115 5 Rk, B E IR 35 01 Z B8 1 i B
75 DS-Qwen AL iZEE BN TR 1 #dE, F 1 S8 Baichuan AN DS-Qwen A& A (1) 5 B PP/ 4w, HAE s
TR B0 T LR YME B I . Routed JL-FAXAELEHALTY (29 60%) 5 1 T8 (£ 40%) BIAPIEHL, B 1K
FEEE DS-Qwen BEAIRIL T B, 1% F W BIME ¢ R A VT O 1 5 BEATLME 2 (6 45120 h 2 0 R AR B B 3R I 4.

Y e KT R e 1RT R R e RT R
20 3R w20 T 60 2R T - 3K 30 2R . 3K
50 + 25+
S S0t S0t
X = X
in g 30 g 15
= X0l =
10 St
0 0
Routel Route2 Route3 Routed Routel Route2 Route3 Routed Routel Route2 Route3 Route4
% Hi % H % H
(a) 7397 M 1IEIST (b) 1353 M2l 5L (c) 353 M3 IH 5

K 7 Flames #5470 E 2 s B 1% Ol
ZEA 6 5K 7 gk BT, UMEA A LA Pt I3 B B B VRRE IR M EE R EE B Lk
T, TR ARFRR B ) i b, 78 BRI 55 SR U A RN RAIE T B M e R, Route2 I 7E 2 A48 b5 LB AR T HoAh



14 AR AR wrrrdp xR G )

FH, BT HE R A S0 T LA SR Y (¥ 52 [ # 5, 0] DAZE RS M BE AN — BRI AT HE N SEIlA A&
4.6 CaLM Lite SLIG 4558
4.6.1 HERHFH

CalM Lite #E#IZR 25 R 05 S 8 B, S 1574/ B 1 HER 2R AL TE 50%-60% X [A] Y (B2 11.8%). Routel
317 DS-Qwen FEM [ 0] 5 AL R, BB 61.7%, LI B2 B R 25. 78 Route2 H, ERNIE # A2 fiik J5
HER K 2.5%, F B EEIE Qwen B, i1t Routel F1 Route2 HI4E4L, DS-Qwen #i%! 5 ERNIE % 1 [5] 5 #EAf
Rift— LJt, B 2 — D%/, Route3 KRAEHE = DS-Qwen FE [ [0l & i Afi %, 32 2R [KI7EF Baichuan %
R E S U AN 49.3%, PEREIAERK. Routed FRIR FHBEALE B 7 =X, T30 = £ %5 4. Routed B [F i
BEALIE SR e T 3504 F i 52, 75 580 ERNIE FEAY R 28 N [ 2 N ERAE R, A0 B ICATAE 3 2R ML R IEAL, BT
PR (BEUEYERES TS 5 SR B R, 54 (B BOUE MRS AT S 58 AEEmas (RBEHRES TS
5 AR, Routel 5 Route2 KEF/-ALT H A 516254, 1 Route3 5 Routed W 3 FAb T ZEHE.
462 HHENR

9 Bt BX LFESEE h S 5E TS, RS 1 RS ERAKR SR AT 0 S . M LT
HAb KSR, BRI L — 7T 7E T Route3 H' Baichuan 172 521 2 LT, HIX—28 KA RIE M, &K
{445 DS-Qwen KIHERIZE T % T K4 6%. % —77 1, Routed Hi#% iZH &4 15 2 Betk, 3 YT B Y FLAE Routed
H. BT Baichuan 14! 5 DS-Qwen #8Y BAN AL -T-5% 7 B v S AR AR o, BRI HE I 3 UK -8 2 LU/ LR L.
I K5 KA RE7E T Baichuan #2781 5 DS-Qwen 7R 138048 & 13RI HBORIMERE 2 7, SE = AL AAF = I,
FHU HIEE T, 2 IRF B LA T M B 7 7 TR 3 R B YR AN R AR B 5k = G AEPE ISR, Routed FERIKSA A FAE.
LRE B 7 5 8 oM s T N, R AEAT A AR R SRR IR A R B i, RE @V EYMER R EMAES
Refa B ok Ae 38 a5 IRz, ANATEERIPME KM S 80RE 71 T %,

100
100 — R e 1T 2R G - 3T
80
S 60 | 58.4 6l1.1 60.0 | 61.7 60.9 546 550 20 |
‘Bﬂ» ~_
E 40 ;:
20 + =
0
%\Q’ <& & & &é\ &Q’ &87 6@?‘
N 5\& 5'0’ ¥ T TR
T Routel Route2 Route3 Route4
T/ %
8 CaLM Lite ¥ Gt A s h 4 1 19 CaLM Lite Hiii4eH Hif L

4.7 FERESH

M3 AN HAR G S 25 TR LU HE, Routel 5 Route2 76K 2 HUE I FIRELE 3 IR 8% LA 58 U th. SR,
224960 1) B L D B 2 P 3 R RS, O B ) FL AR SO 1 AN W, AR T A SRR R A B MBI LAR &5 45 3 K
K bR SEms, 75— 2B LRI UE S M. BRI, AEANBEE B USSR RIS R, AT T S R R Se e AE T8
IR 4 7 LI, BEALE S AR GRS, NTTT 5 AR SCOTEHEAT XS B, SR 2 Rk 4 A1 5 R, Jerh Flames
FoFHH LUK Flames o F 73 $O0M %4 2 45 FORAHCT .

FE3R 4 Ji7n 1 Routel SES 1, T HI4AKA DS-Qwen £ OMGEval F 1RSI UK, BE G BB, 11t
FREFETET. JRIM, £ Flames $8 b5 ERBLBENHOR, REFIUH WY R HIRTHE S, (E—E EH A LS. /£ CaLM
Lite =, HERf A BEE T B3GR ISR T, A8 b & T % RO T8 B {H, BB BB T B CB0sE— B 3 o L RER



EBAE F AT X AR Sy A% G 15

k. 3% 5 J87R T Route2 MISLIGEE R, %45 B K B Route2 AR B G i E 55, /£ OMGEval LR IG RS R RS
frfase. SR, HAE Flames fabr ERIFERI B AT E M, HAE CaLM Lite #ERAR L, t 2 BRI Routel HI“e7t
JERE IS 28 ERTIR, FEAR 5N B USCSOILET 0 2% R T, ACE I 42 ) - 8% 8, S L A BRI S5 B R Sl
il 2 G - B B B SRS 2 B PR RESR I B, 2% 4 b R[] SR BBC BLE CalM Lite b RRILS BRI
E ST B AL, SR, TRVER A, E USRI 3 RETE R T8 U P Ik B8 (19 4, 3 Ik 3-8 DL P %
b ELE ), AT BRI T B AR . thah, £ 4 53 5 11 Flames 5 CaLM Lite 45 53038 B, &7 53 hn 5- Bk
O —E et R -t e, FHARTHIR B TR 7E B B 1) B IR,

K4 FEERE o 520 (Routel)
FHRE OMGEvallE3 (%)  Flames LEZR (%) Flames LESE  CalM Lite#EHiZ (%)

a=1 59.7 27.5 61.50 60.7
a=2 69.8 27.6 61.90 61.7
a=3 75.3 279 61.93 61.9
a=4 79.6 27.3 61.25 61.0
a=5 79.6 25.3 60.16 60.1
a=6 80.5 27.5 61.50 60.1

RS FEERE o MEZMH (Route2)
FHIE OMGEvalllkZ (%) Flames T#2 (%)  Flames LH 040 CalLM Lite#fE i % (%)

a=1 90.5 31.0 64.05 58.9
a=2 90.0 32.6 65.06 59.1
a=3 90.7 32.0 64.34 59.7
a=4 91.0 32.1 64.37 59.9
a=5 91.4 314 64.21 59.2
a=6 91.8 332 65.17 58.6

5 REERE

9T AR TR E R o R VA SN L S R TR AR LR O e e s R R AR, AR B B
T 7 MR T UME R RO Z A 77V, S O7 R S HAER AN UL sl A VR th 5%, B R AL A
PR T PP SRS, S MER (1 EAP S5 SR R 323 VMR R 5 2, 9B MR BE BB I X B S Rt 5
PRI PME R R A, Bhe—ZR AUy FE A, MERAR B 5 G rh Bleade o 224 i s 25 SR Seoxd 5 4F
T AL K E SR G AR WA ST SR B SEE A R EPF N H0S IR R A R A OGRS T A B
MZH5ERE. S BEEMIMER R IR, 50 IRAR by 00 LB IRAIE T % BRI 2 5 LA B2 U9 R4
SEEE R AT, K2 H iR P 2% 2 W BIAT 455K, AR T BEMLBEE (K 3% Rt S e ORIIERAY L P9 2 1A i .
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