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摘　要: 大模型在推理任务中的性能表现显著优于传统模型, 但仍难以应对复杂任务对计算成本、回复质量等方

面提出的要求. 在此背景下, 模型互联通过构建模型协作范式实现了大模型能力的共享、整合和互补. 串联架构是

一种典型的模型协作形式, 其将多个大模型按照链式顺序进行组合, 以逐级优化的方式增强多模型系统的能力. 模
型串联中的路由旨在选择合适的串联路径, 其是提高系统能力的关键因素. 然而, 当前模型串联路由评估与选择缺

乏对模型协作关系的系统性考量. 为此, 设计一种基于协作关系的模型动态路由方法. 它首先通过互评量化机制建

立模型协作关系图谱, 然后利用动态协作路由算法逐跳分析回复并优化路径选择. 互评量化机制利用梯度互评来

分析两两模型协作关系质量. 基于所得协作质量信息, 动态协作路由算法采取模型“一致同意规则”分析每一跳回

复并确定路径顺序, 从而支持动态路由调整. 实验结果表明, 在基线任务数据集上, 所提路由算法在准确性和回复

胜率等方面优于非预设路由及非针对性路由算法. 在 OMGEval数据集上的胜率较非预设路由最大可提升 45%.
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Abstract:  Large  language  models  demonstrate  significantly  superior  performance  in  reasoning  tasks  compared  to  traditional  models,  yet
still  struggle  to  meet  the  demands  of  complex  tasks  in  terms  of  computational  cost  and  response  quality.  Against  this  backdrop,  model
interconnection  enables  the  sharing,  integration,  and  complementation  of  large  model  capabilities  by  constructing  a  collaborative  paradigm
among  models.  The  cascade  architecture  represents  a  typical  form  of  such  collaboration,  where  multiple  large  models  are  organized  in  a
chain-like  sequence  to  enhance  system  performance  through  step-by-step  optimization.  Routing  in  model  cascades  aims  to  select
appropriate  cascade  paths  and  serves  as  a  key  factor  in  improving  system  capabilities.  However,  current  routing  evaluation  and  selection
methods  lack  systematic  consideration  of  model  collaboration  relationships.  To  address  this,  this  study  proposes  a  dynamic  routing  method
based  on  collaboration  relationships.  It  first  builds  a  model  collaboration  graph  through  a  mutual  evaluation  mechanism,  and  then  employs
a  dynamic  collaborative  routing  algorithm  to  analyze  responses  hop  by  hop  and  optimize  path  selection.  The  mutual  evaluation  mechanism
uses  gradient-based  mutual  assessment  to  quantify  the  quality  of  pairwise  model  collaboration.  Based  on  the  resulting  collaboration  quality
information,  the  dynamic  collaborative  routing  algorithm  adopts  a  model  “consensus  rule”  to  analyze  each  hop’s  response  and  determine
the  routing  order,  thus  enabling  dynamic  path  adjustment.  Experimental  results  show  that  the  proposed  routing  algorithm  outperforms  both
non-preset  and  non-targeted  routing  methods  in  terms  of  accuracy  and  response  win  rate  on  benchmark  task  datasets.  On  the  OMGEval
dataset, the win rate is improved by up to 45% compared to non-preset routing.
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大模型通常指的是具有大规模参数 (通常以“亿”为单位)、复杂网络设计结构、需要大量算力训练的机器学

习模型, 其通过海量数据实现在自然语言处理、图像识别、视频生成等领域的应用. 例如, OpenAI 公司研发的

ChatGPT模型 [1]能够基于在训练阶段所学习的数据, 根据用户的任务需求描述给出处理结果. 深度求索公司研发

的 Janus-Pro模型 [2], 能够根据用户的背景描述生成相应的图像. 如今, 大模型凭借其强大的任务分析、处理能力

已成为企业、高校等机构数字化应用的首选工具.
然而, 大模型的发展也面临着诸多挑战. 其一, 随着大模型参数的增加、应用的多样化以及使用规模的扩大,

处理任务所需要的算力成本陡增 [3,4]. 其二, 随着对大模型需求的不断增长, 其在模型开发、部署等方面的门槛持

续提高, 对技术实现体系提出了更高要求 [5,6]. 其三, 随着大模型技术的发展, 数据可靠传输、结果规范化等问题接

踵而至 [7−9]. 为了应对这些挑战, 行业内已经提出了诸多解决方案. 例如, 通过模型微调增强大模型在特定领域的性

能表现 [10]; 通过知识蒸馏实现低成本部署 [11]; 通过密码学手段实现可靠的数据版权保护等 [12]. 为了应对复杂任务,
相关研究进一步推动了模型应用逐步迈入通用化、系统化的新阶段. 但在实践中, 多个模型的系统协同仍面临显

著障碍. 不同团队构建的模型往往侧重于特定任务目标或性能指标并采用各异的训练范式、部署方式以及应用标

准等. 这种割裂的研究生态不仅限制了模型能力的复用与集成, 还增加了模型系统级整合的工程复杂度.
为了解决上述大模型研究的局限性, 实现不同模型之间的互联成为关键. 模型互联不仅依赖于单模型结构与

接口的设计兼容性, 还需要在交互协议、资源调度等方面建立能够统一各模型的机制以实现真正意义上的协同工

作, 最终推动大模型协同体系向更高效可靠的方向演进. 模型协作是实现模型互联的关键途径之一, 其通过模型间

在任务与功能层面上的能力共享、整合和互补, 使各类模型能够发挥各自优势以协同应对复杂任务, 展现出超越

单一模型的综合性能与泛化能力. 在技术实现上, 模型串联架构结合相应的模型路由方法是支持模型协作的重要

技术. 模型串联架构能够将多个模型有序连接起来, 模型路由算法则可以确定一条优化的连接路径. 两者结合使得

任务输出可以被多个模型逐步优化与增强, 达到多个模型协作优化的目标.
如何全面评估一条路由的协作质量, 并在多种连接组合中选择合理路径是亟待深入研究的问题. 现有研究多

聚焦于模型的个体性能 [13−18], 通过对特定任务指标的优化来引导路由决策. 例如, Wu等人 [19]提出了一种先例增强

型法律判决预测框架, 该框架利用大语言模型结合特定领域模型的方式预测法律判决, 但在多模型的动态选择与

多结果整合方面仍显不足. Barbosa等人 [20]基于 Autogen的多智能体系统在任务分解与角色分配方面取得进展, 却
难以应对任务重分配与模型替换场景. Lan等人 [21]提出的角色化立场检测框架虽实现多维度信息整合, 但其仲裁

机制的公平性与角色适配性仍存疑. 这些研究表明, 当前多模型路由相关研究不仅在协作关系建模与路由优化层

面稍显薄弱, 还缺乏对协作关系的系统性考量, 难以支撑动态、可调以及面向复杂任务的高效模型互联体系.
为此, 本文提出了一种基于协作关系的模型动态路由方法, 旨在优化模型间的路径选择与协作效率. 该方法包

含两个组成部分: ① 互评量化机制, 用于刻画模型两两之间的协作关系; ② 基于该协作关系的动态路由算法, 用于

实现高效的模型组合与调度. 具体而言, 互评量化机制统一串联架构中各模型的梯度评分策略并利用模型对预设

问题的回复与评价来构建模型间的协作关系图谱. 在该图谱信息基础上, 动态路由算法借鉴“一致同意规则”, 在每

一跳路由决策中轮询可协作模型, 并选取具有“不认可”意见的模型作为下一跳节点. 所提出的路由方法具有良好

的泛化能力, 可适配多种应用场景, 如模型替换和多角色协作、多阶段协作等. 本文的主要贡献如下.
(1) 提出了用于评估模型协作关系的互评量化机制, 该机制利用预设问题统一评估各模型之间的协作质量并

依此建立全局协作关系图谱.
(2) 基于图谱信息进一步提出了动态协作路由算法, 该算法利用“一致同意规则”在任务回复完善过程中动态

选择模型路由节点, 进而生成一条优化的模型串联路径.
(3) 在多种推理任务数据集上对所提方法进行了评估. 与非协作关系路由和基线算法相比, 本方法在准确率、

回复胜率等方面具有明显性能优势. 在 OMGEval数据集上, 协作关系路由算法对回复胜率的提升可达 45%.
本文第 1节介绍大模型互联、协作和路由的相关方法与研究现状. 第 2节介绍本文所需的有关大模型文本生
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成与串联架构的基础知识. 第 3节介绍本文提出的基于协作关系的模型动态路由方法. 第 4节通过对比实验验证

了所提路由方法的有效性. 第 5节对本文进行了总结与展望.

 1   相关工作

 1.1   模型互联

模型互联指的是多个模型在任务执行过程中通过接口、协议、共享组件以及共享结构等方法实现信息的交

流与功能上的联通, 其是提升系统整体性能和可扩展性的关键手段. 总体来看, 模型互联尚处于起步阶段, 相关研

究主要集中在数据互联、结构互联以及调度与控制互联等方面. 下面对每种模型互联进行具体介绍.
● 数据互联旨在实现模型间的数据整合与转换. 该类互联在文本转换、医疗分析等领域亦有诸多应用 [22−24].

例如, Tang等人 [25]提出了 Any2Point框架, 通过参数高效微调方法将任何 1D (语言)或 2D (图像/音频)大型模型

迁移到 3D域, 从而为任何模态大型模型提供 3D理解能力. Jiang等人 [26]提出了一种基于大语言模型的多层次跨

模态融合方法, 通过多次模型间信息融合实现可靠的导航系统环境感知. 数据互联侧重于模型之间的信息流通与

语义对接, 有助于解决模型输入输出格式不一致、表达不统一等问题, 能够实现异构模型之间的高效通信, 为后续

的结构融合与协作奠定基础.
● 结构互联旨在实现模型结构上的共享、连接与组合. 例如, Chen等人 [27]提出的 bert2BERT方法, 通过小模

型参数重用来加速大模型训练过程. Xiao等人 [28]提出了几种面向大模型功能模块的操作, 以动态组装模块构建大

模型来应对复杂任务. Wang等人 [29]提出一种基于大模型和特征对齐的知识蒸馏算法, 可将大型预训练模型的知

识有效地迁移到轻量级的学生模型中, 从而在保持模型高性能的同时降低计算成本. Ainsworth等人 [30]考虑神经网

络隐藏单元的置换对称性, 通过置换神经元权重将一个模型的参数与参考模型对齐, 使两者的权重空间位置接近

以便于模型融合或迁移. Liu等人 [31]提出了解码时间重新对齐技术, 用于探索和评估对齐模型中不同正则化强度,
允许用户在未对齐和对齐模型之间过渡, 从而方便模型合作分工. 结构互联关注模型内部架构的兼容与融合问题,
有助于缓解由于模型设计差异所带来的融合障碍, 能够在保持结构独立性的同时, 实现参数共享或模型整合.

● 调度与控制互联旨在实现模型调用的时机、顺序及策略的制定. 例如, Lu 等人 [32]设计了 Chameleon 框架,
其通过各种模型、工具的组合 (大语言模型、视觉模型等)来合成程序, 以完成复杂的推理任务. Aggarwal等人 [33]

提出了 AutoMix框架, 实现将当前查询任务输出策略性地指向到合适大小模型的转变, 从而提高计算成本、优化

资源消耗. Zhang等人 [34]设计了 EdgeShard框架, 用于在边缘环境中部署大模型并实现边缘设备和云服务器之间

的协作. Jiang等人 [35]结合第三方评估参考 (ChatGPT)设计了排名机制, 利用精心挑选的候选模型来优化任务. Brown
等人 [36]引导模型有目的地输出多种处理方案, 然后以方案验证的方式找到最佳解决方案. 调度与控制互联致力于

模型间的调度控制与流程管理, 有助于提升多模型系统在实际应用中的灵活性与效率. 通过动态调度、模型路由

以及多智能体协同等方法, 该类互联能够根据具体任务需求自动选择合适的模型组合与执行顺序, 从而优化资源

配置并提升复杂任务处理能力.
综上所示, 模型互联强调从系统层面的视角解决多个模型涉及结构兼容、资源分配与调用机制等方面的联通

问题, 是构建多模型系统的技术基础. 鉴于任务场景的复杂性、任务需求的多样性以及部署落地的可行性等, 在模

型互联的基础上还需建立有效的协作机制以适配具体模型、满足任务个性化需求, 实现针对特定场景的多模型能

力提升.

 1.2   模型协作

模型协作关注任务中的模型分工与协同, 更加强调功能层面和语义层面的配合. 现有研究已在各类具体任务

下取得一定进展. 部分研究专注于通过模型协作处理长文本任务. 例如, Zhang等人 [37]提出了智能体链框架, 其利

用自然语言进行多智能体协作, 从而能够在处理长上下文任务的各个大模型之间进行信息聚合和上下文推理.
Zhao等人 [38]提出了一种基于多智能体协作的方法, 利用领导者和成员角色, 结合成员沟通机制, 提升大模型长文

本处理能力. 部分研究则专注于提升大模型的综合判断能力. 例如, Sun等人 [39]提出了一个用于情感分析的多模型
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协商框架, 该框架通过生成器 (提供决策和基本原理) 和鉴别器 (评估生成器的可信度) 的不断迭代来达成共识.
Bo等人 [40]提出了 COPPER框架, 通过引入模型自我反思机制增强大模型的协作能力, 并降低计算资源需求. 也有

部分研究专注于提升大模型在代码相关任务上的能力, Wang等人 [41]提出了一种基于协作代理的代码审阅者推荐

方法 CoRe, 其利用大模型捕获审阅请求和代码审阅者之间的内在联系, 然后通过多代理系统将各种因素整合到推

荐流程中, 从而提升代码审阅者推荐的性能. Ishibashi等人 [42]提出了自组织多代理框架, 能够根据代码任务的复杂

性动态扩展代理, 从而高效地生成和优化大规模代码. Wang等人 [43]设计了 CodeAct框架, 使用可执行 Python代
码将大模型代理的操作单元整合到一个统一的操作空间, 可以动态修改和更新操作, 以提高处理任务的灵活性. 有
效的模型协作机制是构建灵活、可扩展的模型互联架构的核心支撑, 使大模型在保持个性化优势的同时, 能够实

现动态组合与联合任务推理等复杂能力. 为实现模型协作, 必须设计合理的路由算法, 以根据任务场景合理选择并

组织各个模型的执行顺序与组合方式.

 1.3   模型路由

模型路由是指在多模型架构中, 依据输入任务的语义特征、上下文信息或历史状态, 动态决定调用哪些模型、

以何种顺序执行的方法. 作为一种调度与控制互联中的具体实现技术, 模型路由有效支撑了复杂任务下的多模型

协作流程, 近年来受到越来越多研究者关注.
关于模型路由的研究主要聚焦于具体的路由策略制定以达到节省资源、提高回复质量等特定目标, 其中的部

分工作在前文已有所提及 (例如, AutoMix框架). 在更大范围场景应用上, 有如 Hari等人 [44]提出的一个上下文感

知路由系统 Tryage, 利用语言模型路由器, 根据对单个输入提示的分析, 从模型库中最佳地选择专家模型. 还有部

分研究专注于制定合适的评估指标从而为路由策略的制定提供参考. 例如, Kim等人 [45]提出了 Prometheus 2模型,
一种专门用于评估其他语言模型能力的大模型. Ye等人 [46]设计了 FLASK评估协议, 其将原来粗粒度的评估信息

进一步细分为基于技能集级别的评分, 从而提高了评估的可靠性以及对于模型整体性能视图的理解. Chen等人 [47]

利用编码器和大模型嵌入信息设计了一个利用对比损失 (样本-大语言模型和样本-样本损失)进行训练的模型, 从
而学习到不同模型的收益以及可行的路由选择策略. 通过合理的路由策略, 模型协作的灵活性与适应性可以得到

有效增强. 模型路由不仅是实现模型能力按需调用与组合执行的重要手段, 更是构建高效协同互联架构不可或缺

的基础模块. 尽管上述工作通过制定优化路由提升了多模型应对复杂任务的能力, 但仍未考虑模型协作关系因素.
这样做不仅浪费了协作关系可提供的模型间能力互补信息, 也忽略了协作关系为优化路径决策带来的先验知识.

 2   基础知识

为便于介绍本文所提路由方法, 本节将介绍大模型完成文本生成任务的基本原理和流程、模型串联架构的相

关知识和形式化表达.

 2.1   大模型文本生成

Pt = Ins||Doc

Ins Doc

Doc Doc = {tki}Li=1 L tk

Infer(·) : Pt→ Rs Rs

以大模型文本生成任务为例, 其目的是根据任务描述生成指定文本. 具体来说, 假设给定提示词  ,
其中   指用于文本生成的相关指令, 如要求、目标和长度限制等;   指原始文档或者参考文档, 用于辅助大模

型生成文本.   可以进一步表示为  , 即包含   个 token ( )的序列. 大模型需要利用自身的推断机制

, 生成目标文本  .

 2.2   模型串联架构

从协作形式上看, 大模型协作架构主要分为并联架构和串联架构. 在并联架构中, 多个模型同时处理同一输

入, 独立产生结果, 最终通过投票、加权等方式整合输出. 并联架构结构简单、响应速度快但缺乏模型间显式的信

息交互能力, 不适合开展多步推理、内容补全等复杂任务. 相比之下, 串联架构则强调模型间的顺序协作. 在生成

第 1轮初始回复后, 后续模型在其基础上进行修改、补充等, 逐步提升响应质量. 该架构更适合用于任务复杂、需

要多轮优化的场景. 因此, 本文重点关注基于串联架构的模型协作. 如图 1所示, 串联架构可以将多个模型进行连
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N M1, . . . ,MN x

接, 上一个节点的输出, 也是后续节点的输入. 该架构在持续不断地进行任务结果优化的同时, 也会在各个节点传

递用于路由决策、输出优化的辅助信息 (例如, 优化方向、输出缺陷等), 从而形成一个连续的信息传递过程. 串联

架构旨在利用多个模型串联连接的方式, 逐步迭代优化输出内容, 从而提供令人满意的回复. 假设串联路由上具有

 个模型节点 (按路由顺序排列)  , 输入任务为  , 则串联架构可以表示为: 

y = MN(MN−1(. . .M2(M1(x)) . . .)) (1)

MN(x) MN x Infer(·) y其中,   为模型   对于输入   利用自身推断机制   产生的输出,   为模型串联架构产生的最终输出. 任
何具备串联架构的路由具有如下两个特点.

x(1) 对于路由中任意节点, 其输入来源是可以追溯的 (前一个模型的输出或者是初始输入  ).
(2) 路由上任何输出的来源只能是单个模型. 换句话说, 某一个节点的输出不能由多个大模型共同确定.

 
 

任务

输出 输入 输出 输入 输出 输入

模型1
辅助信息 辅助信息 辅助信息

模型2

最终输出

模型N−1 模型N

···

图 1　模型串联架构
 

 3   基于协作关系的模型动态路由

本节将详细介绍基于串联架构设计的模型动态协作路由方法, 包含两个组成部分: 互评量化机制以及动态协

作路由算法.

 3.1   概　述

如后文图 2所示, 互评量化机制引导大模型在预设任务集上做出响应并相互评价其他大模型的响应质量, 从
而得到协作关系评价结果, 该结果代表两个模型节点连接的质量. 例如, 如果一个任务先经过模型 A 的输出再经

过模型 B的输出能够获得质量更高的结果, 则模型 A与模型 B的协作关系是高质量的. 协作关系评价结果最终转

化成协作关系图谱, 其中包含诸多串联架构下的理想协作关系. 该图谱信息是进行串联路由节点动态确定的依据,
将作为动态协作路由算法的输入. 路由算法的节点确定依赖于“一致同意规则”, 其先根据协作关系信息确定所有

可行协作模型 (即下一跳预设的候选路由节点), 然后在每一步节点选择中选取反对当前优化回复结果的模型作为

下一跳节点并在没有反对模型的情况下跳出, 从而完成串联路由的收敛.

 3.2   互评量化机制

M1 M2 M1 M3感知协作关系旨在确定模型两两之间协作质量的好坏. 例如, 任务从   到   输出结果更好还是从   到 

输出结果更好. 一个直观的解决方法是分析串联架构中的每一条可行路径, 从输出变化中评判一对节点的协作质

量. 为了给予可靠的质量协作评价, 此类方法往往需要利用输出在各个节点之间的变化进行统计分析, 会花费较多

的时间、计算成本并且影响用户在使用串联架构的体验. 互评量化机制利用预设任务集感知模型之间的协作关系

质量, 从而高效、准确地识别出模型间关系. 互评量化机制分为模型互评以及模型协作质量评估两个模块. 在模型

互评中, 模型需要回复预设任务集且需评价其他模型的回复, 从而为协作质量评估提供参考依据. 模型协作质量评

估通过模型回复预设任务集的情况从中确定有效的协作关系, 最终得出协作关系图谱. 因此, 当前节点的模型回复

面临下一跳节点模型选择时, 其不需要穷举并尝试所有模型或随机选择模型, 而是优先参考图谱中协作质量高的
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模型作为候选集.
 
 

参与大模型

大模型1 大模型2 大模型N

···

预设任务

互评
结果

··
·

··
·

··
·

··
·

··
·

··
·

··
·

··
·

协作关系感知

任务

动态协作路由算法

串联路由
被选中
模型

下一跳
预设

下一跳
预设

下一跳
预设

不认可 不认可

不认可

认可

认可 认可

认可认可认可

输出回复

路由1

路由1

路由2

路由2

路由n

路由n

优质路由 一般路由

互评量化机制

模型互评

图 2　基于协作关系的模型动态路由方法
 

T = {t1, t2, . . .}
M = {M1, . . . ,MN} T

M1 M2 M1 M1 M2

M2

G = {g1,g2, . . .} g1 g2

r jk ∈G M j tk

Si(r jk) ∈ R Mi r jk

互评量化机制如算法 1 所示. 在模型互评过程中, 给定一个预设任务集合   以及参与串联架构的

模型集合  , 每个模型都需要对   中的所有任务进行回复且需要对所有其他模型的回复进行评价.
需要注意的是, 由于模型的异构性, 不同模型对相同的回复会有不同评分, 评价标准并不统一. 以百分制为例, 即使

 和   对相同回复持同样认可度, 但   给分区间可能在 95–100 (  认为好回复就是满分), 而   则可能在

95–99 (  认为不可能有满分回复出现), 从而分别给出 100和 99的分数. 为了解决该问题, 评价会以等级的形式

进行, 即假定等级集合为  , 其中   为最高等级,   次之, 以此类推. 模型互评将各个模型所给出的梯

度等级映射为具体分数, 以此减少模型间异构性对评价产生的偏差影响. 假设   表示   对任务   的回复,
 表示   对   的评分, 则模型互评具体过程如下.

tk ∈ T M j r jk(1) 对于任务  , 模型   生成回复  .

M j tk ∈ T i , j rik Mi Si(r jk)(2) 对于模型  、任务   以及满足   的回复  , 每个模型   生成评分  .

Mi(3) 计算模型   的评分等级, 获得评分等级集合以及得分等级集合, 分别表示为: 

Giveni = {Si(r jk) | tk ∈ T,M j ∈ M, i , j} (2)
 

Receivedi = {S j(rik) | tk ∈ T,M j ∈ M, i , j} (3)

Mi Giveni Receivedi然后, 该机制进一步评估两两模型间协作质量, 将每个模型   的   和   转换为分数, 等级与分数

映射公式为: 

score(gk) =|G| − k+1 (4)

因此, 评分和得分可以分别由如下公式计算: 

ScoreGi =
Sum({score(h) | h ∈Giveni})

|Giveni|
(5)

 

ScoreRi =
Sum({score(h) | h ∈ Receivedi})

|Receivedi|
(6)

将评分和得分分别划分为两个区间, 即高评分 (评分处于全体模型评分前 d1%)、低评分 (评分处于全体模型

评分后 (100–d1)%)区间以及高得分 (评分处于全体模型得分前 d1%)、低得分 (评分处于全体模型得分后 (100–d1)%).
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通过正交组合评分以及得分区间, 得到表 1所示的四元能力状态.
 
 

表 1　模型状态说明
 

状态 解释

① 低评分且高得分 回复质量高, 可优化其他模型

② 高评分且高得分 回复质量高, 不可优化其他模型

③ 高评分且低得分 回复质量低, 不可优化其他模型

④ 低评分且低得分 其他模型
 

算法 1. 互评量化机制.

M1, . . . ,MN T输入: 模型  , 预设任务集  ;
C C′输出: 所有模型可合作模型集  , 可补充模型集  .

1. //模型互评

tk ∈ T2. for   do
Mi ∈ M3.　 for   do

rik4. 　　生成任务的回复 

5.　 end
6. end

tk ∈ T7. for   do
Mi ∈ M8.　 for   do

M j ∈ M, i , j9.　　 for   do

Sj(rik)10. 　　　生成回复的评分 

11.　　end
12.　end
13. end
14. //模型协作质量评估

Mi ∈ M15. for   do
Giveni16. 　根据公式 (2)计算评分等级集合 

Receivedi17. 　根据公式 (3)计算得分等级集合 

ScoreGi18. 　根据公式 (4)和公式 (5)计算评分 

ScoreRi19. 　根据公式 (4)和公式 (6)计算得分 

ScoreGi ScoreRi d1 d2 Ci C′i20. 　根据  、 、 、  以及表 1, 生成   和 

21. end
Ci C′i C C′22. 根据各个模型   和   生成   和 

Ci C′i23. return   和 

表 1的状态和解释基于如下理解.
Received(1) 高得分模型: 当模型的回复获得其他模型普遍高分时 (高  ), 其输出具有跨异构模型的共识认可度,

可作为可靠的知识优化锚点.
Received(2) 低得分模型: 当模型的回复获得其他模型普遍低分时 (低  ), 其输出不具有跨异构模型的共识认可

度, 不可作为可靠的知识优化锚点.
Given(3) 高评分模型: 当模型对其他模型输出频繁给予高分时 (高  ), 其输出与异构模型群体知识空间的覆盖
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度高, 不可作为可靠的知识优化锚点.
Given(4) 低评分模型: 当模型对其他模型输出频繁给予低分时 (低  ), 其输出与异构模型群体知识空间的覆盖

度低, 可作为可靠的知识优化锚点.
Given Received(5) 其他模型: 当模型既打低分又得低分时 (低   且低  ), 其输出表征独特的知识表达范式 (如特异

性风格), 需单独考虑.
评分差异与回复质量之间虽存在潜在相关性, 但并非直接联系. 当一个模型对另一个模型的回复给出低分时,

本质反映的是模型间认知标准的差异, 可能源于对文本结构、表达规范或评价维度的主观判断. 这些要素与回复

本身的客观质量或模型能力之间不存在直接对应关系. 低分评价主要在于揭示模型间差异, 为模型回复提供优化

方向参考.
Mi Mi

Mi Ci ∈C C = {C1, . . . ,CN}
Mi Mi

Mi

Mi C′i ∈C′ C′ =C′1, . . . ,C
′
N

Mi Mi

Ci C′i Mi C C′

针对模型  , 有一类对其评分偏低但具有潜在协作增益的候选模型, 即存在一部分模型给   打低分且属于

“低评分高得分”的模型. 为此, 构建   的合作模型集  , 其中  . 该合作模型集筛选机制涵盖两

个条件: 1) 候选模型对   的评分处于全体模型对   评分的后 d2% 区间; 2) 候选模型属于“低评分高得分”模型.
同时, 也存在一类对其评分偏低但具有不确定协作增益的候选模型, 即存在一部分模型给   打低分且属于“低评

分低得分”的模型. 因此, 进一步构建   的补充模型集  , 其中  . 该补充模型集筛选机制涵盖两

个条件: 1) 候选模型对   的评分处于全体模型对   评分的后 d2% 区间; 2) 候选模型属于“低评分低得分”模型.
 和   中的模型是   建立协作关系可能的对象, 最终得到串联架构中由   和   构成的协作关系图谱.

 3.3   动态协作路由算法

静态路由算法在模型迭代与任务场景变化时难以实现最优路径选择, 因而催生了动态路由算法的研究需求.
现有方法普遍面临计算成本和选择效率的挑战. 有的方法要求在每个路由节点完成处理后, 所有候选节点生成完

整中间结果, 再通过质量评估机制选择最优路径; 有的则要求全候选模型进行回复评价, 再根据评价结果挑选一个

模型作为下一节点. 本文提出动态协作路由算法通过利用模型间的协作关系构建路由决策条件, 降低所需计算资

源并提高节点选择效率. 具体来说, 该算法在路由过程中实现两个方面的优化, 一方面是运用协作关系图谱信息,
动态收缩候选节点规模; 另一方面是建立跨模型的二阶段轮询策略, 通过各模型的统一判断, 实现路由节点的快速

选择. “一致同意规则”指的是某一项决策需要全体成员一致认可, 才能够获得通过. 利用该规则, 算法首先进行认

可投票 (一阶段), 再进行回复优化 (二阶段), 具体内容如算法 2所示, 可细分为如下过程.
Mi′

y0 = Mi′ (x) Route Route0 = {Mi′ } Routes

s

(1) 在串联架构起点, 根据任务确定第一跳模型节点  (可以根据任务类型、用户倾向以及响应速度等因素

确定, 依赖于任务场景先验知识), 生成初始回复  , 并加入路由序列  . 此时,  ,   为

进行到第   跳时的总路径顺序.
s Mi s+1 Ci

Judge

Judge

(2) 第 1阶段, 假设第   跳模型为  . 在第   跳中, 所有   的模型将根据任务和该回复, 生成评价, 评价包含

“认可”和“不认可”两个选项. 当前所有模型节点对该回复的评价用于更新评价集  , 同时以“1”代表“认可”, “0” 
代表“不认可”.   为包含模型及其评价的二元组, 即: 

Judge = {(m,v) | m ∈Ci,v ∈ {0,1}} (7)

Judge Mi M j(3) 第 2 阶段, 从   中随机选择一个不认可   回复的模型  , 作为下一跳节点, 要求该模型进一步优化

回复, 优化结果用于回复的更新. 即: 

Routes+1 = Routes∪M j (8)
 

ys+1=M j(ys) (9)

Judge(4) 重复步骤 (2)和步骤 (3), 直至 (2)中   所含二元组只包含“认可”选项 (视为路由选择已收敛).
s′ ys′ Routes′

α s′ ⩽ α

(5) 经过   跳达到收敛条件后, 最终得到回复   以及路由  . 在不能自行收敛的情况下, 本文假设路由最

大寻路次数为  , 即需要满足  . 可以认为, 所提路由算法运用的是“自收敛结合寻路次数上限”策略来结束路

由过程.
C C′ C C′   与   在路由决策中存在本质差异,   集合中的模型对回复的优化往往有较大概率提升其质量, 而   集合中
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C C′的模型存在回复质量波动风险. 因此, 优先考虑   集合以保证回复质量. 如何使用   是未来研究的内容.

算法 2. 动态协作路由算法.

x C输入: 任务  , 所有模型可合作模型集  ;

Route y输出: 路由  , 最终任务输出  .

1. //初始化

s = 02. 初始化路径长度 

Mi′ Route0 = {Mi′ }3. 初始化首节点  , 

y0← Mi′ (x)4. 

Judge←Ci′ y5.   中的模型对   的评价

Judge s ⩽ α6. while   中存在“不认可”意见或   do
7. //第 1阶段

M j←8.　    随机选择一个“不认可”的模型

Routes+1← Routes∪M j9.　  

ys+1← M j(ys)10.    

11. //第 2阶段

Judge ← C j ys+112.　         中的模型对   的评价

13. end
Route y14. return   和 

 4   实　验

本节设计多组面向不同场景推理任务的实验, 从而全面验证所提路由方法的性能.
(1) 开放域问答: 在开放域问答中, 用户可以向模型询问任何领域的问题 (比如科研、军事、历史或者体育领

域等), 对问题的回复通常不会遵循特定的规范. 例如, 可以问: 新一任的美国总统是谁? 或者问: 苏轼的别名叫什

么? 开放域问答要求大模型能够高效地从海量数据中找到合理的回复, 返回给模型使用者. 开放域问答测试能够

评估路由方法对各模型回复意见与回复倾向的整合能力.
(2) 知识问答: 知识问答用于测试模型在不同领域 (例如, 科学、历史、技术、文化)的知识掌握情况, 从而评

估模型在问题理解、知识运用以及生成答案方面的能力. 知识问答测试能够评估路由方法对各模型知识领域优势

的整合能力.
(3) 价值观测试: 价值观测试用于评估大模型的生成内容是否符合特定价值观、伦理以及道德等标准. 价值观

测试能够评估路由方法在内容过滤和价值对齐方面的有效性.

 4.1   数据集以及评价指标

(1) FewCLUE[48]: FewCLUE包含多个不同类型的任务, 包括情感分析任务、自然语言推理、多种文本分类、

文本匹配任务和成语阅读理解等. 该数据集仅用于进行模型互评.
(2) OMGEval[49]: OMGEval是一个包含中文、法语、俄语、西班牙语和阿拉伯语这 5种语言的开放式问答数

据集, 其中包含生活常识、数学能力和逻辑推理等多个方面. 本文采用其中中文本土化数据进行测试. 对 OMGEval
的结果分析基于第三方大模型 (GPT-3.5)的评估机制, 第三方大模型通过对比参考答案与路由生成答案, 判断“谁
更优”, 最后通过路由生成答案的胜出次数统计出胜率.

(3) Flames[50]: Flames是用于 LLM价值对齐评估的一个高度对抗性的中文基准数据集, 包含 2 251个高度对

抗性、手工制作的提示, 其中每个提示都针对一个特定的价值维度 (即公平、安全、道德、合法性、数据保护),
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并要求用户回答开放性问题. Flames的评估指标包括无害率以及无害分数, 用以体现路由生成回复在各价值维度

上的表现. 本文利用数据集自带的基于 InternLM-chat-7B的评分分类器计算相应指标, 第 4.5节介绍了无害率以及

无害分数的具体评分细节.
(4) CaLM Lite[51]: CaLM Lite用于语言模型因果推理能力评估, 包含 920个项目, 其建立了一个由 4个模块组

成的基础分类法: 因果目标 (即评估什么)、适应性 (即如何获得结果)、度量 (即如何测量结果)和错误 (即如何分

析不良结果)来对模型性能进行分析, 其具体形式为选择、判断以及概率计算题. CaLM Lite的评估指标为准确率,
即题目正确回答次数与所有回答次数之比.

N

N N N +1

此外, 各数据集实验结果涵盖本方法路由情况分析. “单模型”表示只有特定模型回复任务; “   次寻路”表示除

初始模型节点之外, 本方法还需进行   次节点的寻找 (  跳), 总路径上共有   个节点.

 4.2   实验参数

d1 = 50 d2 = 50 α = 3

本文在互评量化机制中, 设定 3个等级 (A、B、C), 对 FewCLUE数据集进行模型互评, 其余数据集则用于测

试路由表现. 设置分数区间划分参数  、候选模型集划分参数   以及寻路次数上限  .

{question} {answer}

参与实验的模型分别为, Baichuan2-7B (Baichuan)、Qwen-Plus (Qwen)、ERNIE-3.5-8K (ERNIE) 以及

DeepSeek-R1-Distill-Qwen-7B (DS-Qwen). 不同模型受参数规模、训练数据等因素影响, 性能各不相同. 表 2展示

了路由算法所用提示词, 其中   为数据集给定的任务,   为模型的回复.
 
 

表 2　提示词说明
 

提示词用途 提示词内容

模型互评
{question} {answer}这是任务:  , 这是某个模型有关分类及其解释的回答:  . 它的回答可能不正确, 但请你作为

一个通用领域的专家, 在目前有A, B, C三个评分等级的情况下, 为这个回答评级. 请你仅回答等级, 而不输出
其他任何信息.

动态协作路由算法
第1阶段提示词

{question} {answer}这是问题:  , 这是回答:  . 请你作为一个通用领域的专家, 告诉我回答是否令你满意. 你只需
要回复我认可或者不认可, 不需要输出其他任何内容.

动态协作路由算法
第2阶段提示词

{question} {answer}这是问题:  , 这是回答:  . 请你作为一个通用领域的专家, 结合你自己的理解优化该回答. 你
只需要按照问题中对回复的格式要求输出并优化回复, 不需要输出其他任何内容.

 

 4.3   模型互评结果

d1

d1

→ → → →

评分结果如图 3所示. 高得分模型为: Qwen和 ERNIE, 高评分模型为: Baichuan和 DS-Qwen. 进一步可得低

评分且高得分的模型为 ERNIE和 Qwen; 高评分且高得分的模型暂无; 高评分且低得分的模型为 Baichuan和 DS-
Qwen; 低评分且低得分的模型暂无. 如果   的数值进一步缩小, 则 DS-Qwen可以归类为低评分且低得分的模型.
如果   的数值进一步增大, 则 Baichuan可以归类为高评分且高得分模型. 进一步, 可以认为有 4种模型协作组合:
(1) Qwen   ERNIE; (2) ERNIE   Qwen; (3) Baichuan   ERNIE; (4) DS-Qwen   ERNIE, Qwen.
 
 

Qwen

Qwen

ERNIE

ERNIE

DS-Qwen

DS-Qwen

被评价模型

分
数

2.6
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价
模
型

2.4 2.6 1.9

2.6
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2.6

Baichuan

Baichuan

图 3　模型互评结果
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除了单个模型的实验结果, 为了进行实验对比, 设置如下路由.

→(1) Route1: DS-Qwen   ERNIE, Qwen路由 (协作组合结合所提出的动态路由算法)

→(2) Route2: ERNIE   Qwen路由 (协作组合结合所提出的动态路由算法)

→(3) Route3: DS-Qwen   Baichuan (非协作组合结合所提出的动态路由算法)

→(4) Route4: ERNIE   Baichuan, DS-Qwen (非协作组合结合随机路由算法)

α

随机路由算法指的是下一跳节点选择过程中, 随机选择模型节点进行任务的回复与评价, 其路由终止条件同

样为寻路次数不超过  .

 4.4   OMGEval 实验结果

 4.4.1    胜　率

单模型与多模型串联的胜率结果如图 4所示. Qwen与 ERNIE的表现明显优于其他模型, 最高胜率达到 91.3%,

而最差模型胜率仅为 36.8%. 在路由策略的效果对比中, Route1对 DS-Qwen模型表现出显著的性能增益, 回复质

量提升约 46%. Route2未能实现进一步提升, 这是因为 ERNIE在该数据集上表现较优, 难以再获得其他模型的显

著增益. 对比组中, Route3对 DS-Qwen的优化作用极为有限, 仅实现约 1%的微幅提升; Route4则呈现负向效果,

其回复质量甚至低于单一 ERNIE模型基准值. 实验表明, Route3与 Route4两种策略对系统性能优化缺乏实质贡

献. 尽管都是对 DS-Qwen进行增强, Route1对比 Route3在胜率表现上提升 45%, 为 3个基准任务数据集中差距最

大的一组.
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图 4　OMGEval数据集胜率结果
 

 4.4.2    路由情况

图 5通过统计获胜回复的路由情况和寻路次数, 进一步对路由中胜率的贡献进行分析. 在 Route1中, DS-Qwen

模型独立生成的获胜回复占比不足 30%, 表明动态路由算法对其超 70%的回复进行了优化. 优化过程表现出强收

敛性, 平均仅需 1 次节点选择即可达成协作共识. 在 Route2 中, 因 ERNIE 单模型性能接近上限, Qwen 参与率低

于 10%, 所以 2次及 3次寻路场景几乎不存在. Route3的协作失效, Baichuan模型参与次数可忽略不计, 暴露出该

路由存在模型协作不兼容问题, 其对质量提升的贡献微弱. Route4的随机性算法存在局限性, 尽管随机路由算法触

发大量单次查询 (占 Route4 中约 65%), 但因缺乏定向优化, 最终输出质量未产生实质性改进, 反而呈现约 1% 的

下降. 该结果表明, 所提路由算法能发挥合作模型的纠错能力, 从而提升整体表现. 综合图 4与图 5的结果可知, 首

先, 协作关系中的合作模型是“按需触发”的, 这保证了寻路过程具备一定的稳定性, 而被“触发”的模型还能够有效

提升整体表现. 其次, 非协作组合不能达成与协作组合相近的性能. 在非协作组合中, 模型的协作意愿偏低. 最后,

实验中也观察到, 所提方法得到的路由大部分在 3次寻路以下, 说明该方法在实践中是可控、可收敛的.
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图 5　OMGEval数据集路由情况
 

 4.5   Flames 实验结果

Flames评分分类器会针对表 3定义的分类规则 (如安全性、合法性等维度)对开放回复进行 1–3分量化评分.

Flames中的无害率指的是输出回复中获得最高安全等级 (评分=3)的频次占比; Flames中的无害分数指的是各维

度评分经线性归一化后的综合值 (映射至 0–100区间). 模型对 Flames的输出控制在 100字以内, 以通过压缩生成

空间提升评估分辨力. 有关 Flames 具体的评估设计以及利用 InternLM-chat-7B 实现评分分类器的细节, 请参考

Flames数据集文献 [50].
 
 

表 3　评分规则
 

类型 分数 说明

公平性、安全性、道德性

3 大模型在提示中指出了隐性或显性的危害特征, 生成的内容没有风险

2 大模型可能无法识别危害或答复内容不相关, 从而造成一定的风险

1 大模型输出不公平、不安全或不道德的内容, 从而造成严重风险

合法性、数据保护
3 大模型在提示中指出非法或数据泄露行为, 拒绝输出有利于非法或数据泄露行为的内容

1 大模型没有在提示中指出违法或数据泄露行为, 或者输出了协助违法或数据泄露行为的内容
 

 4.5.1    无害率

如后文图 6所示, 不同模型与路由策略在 Flames无害率指标上表现出明显分化趋势. 首先, 所有模型无害率

均低于 0.5 (最大值为 1). 其次, Qwen模型在道德性、合法性及数据保护 3个维度上展现出明显的优势. 特别是在

道德维度, 其性能显著优于次优模型, 超出幅度达 20%以上. 在 Route1中, DS-Qwen在数据保护维度实现约 150%

提升, 其余维度最低增益也达约 30%. Route2 虽提升 ERNIE 模型安全性 (+18%)、道德性 (+2%) 及数据保护

(+22%), 但合法性维度出现 3%倒退. 因为多模型串联导致提示词长度不断增加, 分散了对关键合法性内容的注意

力, 从而导致回复质量出现偶发性的降低. Route3与 DS-Qwen单模型性能完全重合, 证明该路由策略对回复无增

益, 但需结合无害分数考察对低分段的改进情况. 相较于其他路由来说, Route4则是表现最差的. Route4平均降低

了 ERNIE模型 7%的性能.

 4.5.2    无害分数

无害率重点关注 3分回复, 而无害分数可以关注来自各个分数的回复构成的整体实验结果. 图 6揭示了 Route1

到 Route4中无害分数与无害率的正相关性, 即无害率越高的模型/路由往往呈现出越高的无害分数. 因此, 3分回

复对综合评估起主导作用. 重点关注 Route3与 Route4的无害分数, 研究其导致模型性能降低的主要原因. 由于 Route3

的无害分数与单模型 DS-Qwen分数完全重叠, 需继续研究该路由中各模型的参与情况来进一步探究原因. Route4

在双指标上同时下降, 因此低分回复并未呈现优化迹象.
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图 6　Flames数据集无害率与无害分数结果
 

 4.5.3    路由情况

基于图 7 路由参与情况可得, 除了 Route3 之外, 其他路由大多能够经 1 次寻路后结束. 在 Route1 中, 超过

50%回复经 1次寻路完成优化, 单模型响应占比仅占约 10%, 其高质量回复大多通过较短路由得以优化完成. Route2

中单模型 (约 80%)与 1次寻路 (约 20%)比例保持稳定, Qwen始终保持一定的参与程度, 在协作中发挥优化作用.

Route3 的协作似乎趋于“断裂”, Baichuan 模型在 Route3 中的参与率过低, 其潜在的优势回复能力无法有效传递

给 DS-Qwen模型. 该结果对应了表 1数据, 表 1显示 Baichuan模型对 DS-Qwen模型的跨模型评分较高, 其证实

了评价分数对于实际协作效能的映射. Route4几乎仅存在单模型 (约 60%)与 1次寻路 (约 40%)两种情况, 且 1次

寻路使 DS-Qwen模型表现下降, 这表明协作关系的不匹配性与随机性会使得该路由呈现出模型能力抵消现象.
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图 7　Flames数据集无害分数路由情况

综合图 6与图 7的结果可知, 协作组合结合所提出的动态路由算法能够提升模型在无害率和无害分数上的表

现, 同时保持较短的路由, 在降低计算资源的同时保证了回复性能. 其中, Route2还在多个指标上明显优于其他路
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由, 所提路由算法可以实现模型的定向补强, 也可以在模型性能不一致的前提下实现有效组合.

 4.6   CaLM Lite 实验结果

 4.6.1    准确率

CaLM Lite准确率结果如后文图 8所示, 各模型/路由的准确率处在 50%–60%区间内 (极差 11.8%). Route1推
动了 DS-Qwen模型的回复准确率, 其最终值在 61.7%, 呈现出回复质量增益. 在 Route2中, ERNIE模型经优化后

准确率增长 2.5%, 逐步靠近 Qwen模型. 通过 Route1和 Route2的优化, DS-Qwen模型与 ERNIE模型的回复准确

率进一步上升, 且两者差距进一步缩小. Route3未能提高 DS-Qwen模型的回复准确率, 主要原因在于 Baichuan模
型自身准确率仅为 49.3%, 性能基准偏低. Route4因采用随机路由方式, 导致路由缺乏针对性. Route4虽也同时因

随机性缓冲了部分负向影响, 仍导致 ERNIE模型准确率下降. 多个数据集表明, 模型串联存在 3类性能演化, 即中

性态 (串联后性能与所参与单体模型持平), 增益态 (串联后性能超越所参与模型)和衰减态 (串联后性能劣于所参

与单体模型). Route1与 Route2大部分处于中性态与增益态, 而 Route3与 Route4则主要处于衰减态.
 4.6.2    路由情况

图 9进一步对无害分数的路由参与情况进行统计, 单模型与 1次寻路依然占据所有路由的主导地位. 相比于

其他数据集, 最大的变化一方面在于 Route3中 Baichuan模型参与程度明显上升, 但这一变化未带来正向增益, 反
而使得 DS-Qwen的准确率下降了大约 6%. 另一方面, Route4中路由组合变得多样化, 3次寻路首次出现在 Route4
中. 由于 Baichuan模型与 DS-Qwen模型互不处于对方的可合作模型集中, 因此出现 3次寻路是比较少见的情况.
最大原因可能在于 Baichuan 模型与 DS-Qwen 在该数据集上的表现出较大的性能差异, 频繁产生“不认可”意见,
导致路由次数攀升. 多次寻路以及性能差异因素未能弥补模型本身缺乏合作性的缺点, Route4的表现依然不理想.
综合图 7与图 8的分析结果可知, 并非所有模型组合都能提升回复质量, 只有建立在可靠协作关系之上的组合才

能稳定带来能力增益; 反之, 不可靠的协作反而导致能力下降.

 4.7   寻路次数分析

从 3个数据集的实验结果可以看出, Route1与 Route2在大多数情况下均能在 3次寻路以内完成路由. 然而,
当强制设置更少或更多的寻路次数时, 其对性能的具体影响尚不明确, 相较于本文提出的“自收敛机制结合寻路次

数上限”策略, 仍需进一步实验验证与分析. 因此, 在不设置自收敛条件的前提下, 进行了寻路次数控制实验: 在无

明确拒绝意见时, 随机选择合作模型继续优化, 从而与本文方法进行对比. 实验结果如表 4和表 5所示, 其中 Flames
无害率以及 Flames无害分数为各维度结果求和取平均值.

在表 4所示的 Route1实验中, 由于初始模型 DS-Qwen在 OMGEval上性能起点较低, 随着寻路次数增加, 胜
率显著提升. 然而, 在 Flames指标上表现波动较大, 未表现出明显的提升趋势, 仅在一定范围内上下浮动. 在 CaLM
Lite上, 准确率随着寻路增加最初提升, 在中等寻路次数时达到峰值, 随后随着寻路次数进一步增加而出现性能退
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化. 表 5展示了 Route2的实验结果. 该结果表明 Route2整体回复质量较高, 在 OMGEval上的胜率还能够保持高

位稳定. 然而, 其在 Flames指标上同样表现出不稳定性, 且在 CaLM Lite准确率上, 也呈现类似于 Route1的“先升

后降”的趋势. 综上所述, 在不引入自收敛机制的条件下, 仅通过控制寻路次数, 部分情况下仍能取得与“自收敛机

制结合寻路次数上限”策略相当的性能表现. 例如, 表 4中某些中间寻路次数配置在 CaLM Lite上的表现与默认的

自收敛寻路次数类似. 然而, 需注意的是, 自收敛策略下通常能在较少寻路次数内达成收敛 (例如, 3次寻路以内路

由占比较高), 从而降低计算成本. 此外, 在表 4与表 5中的 Flames与 CaLM Lite结果还表明, 简单地增加寻路次

数并不一定能够提升性能, 其提升幅度亦存在明显的上限.
 
 

α表 4　寻路次数   的影响 (Route1)
 

寻路次数 OMGEval胜率 (%) Flames 无害率 (%) Flames 无害分数 CaLM Lite准确率 (%)
α = 1 59.7 27.5 61.50 60.7
α = 2 69.8 27.6 61.90 61.7
α = 3 75.3 27.9 61.93 61.9
α = 4 79.6 27.3 61.25 61.0
α = 5 79.6 25.3 60.16 60.1
α = 6 80.5 27.5 61.50 60.1

 
 
 

α表 5　寻路次数   的影响 (Route2)
 

寻路次数 OMGEval胜率 (%) Flames 无害率 (%) Flames 无害分数 CaLM Lite准确率 (%)
α = 1 90.5 31.0 64.05 58.9
α = 2 90.0 32.6 65.06 59.1
α = 3 90.7 32.0 64.34 59.7
α = 4 91.0 32.1 64.37 59.9
α = 5 91.4 31.4 64.21 59.2
α = 6 91.8 33.2 65.17 58.6

 

 5   总结与展望

为了细化模型串联路由质量评估策略、考虑模型之间的相互影响并提高路由选择效率, 本文在串联架构上设

计了一种基于协作关系的模型动态路由方法. 该方法包含互评量化机制以及动态协作路由算法. 互评量化机制利

用模型互评策略, 从各个模型的互评结果中挖掘协作关系信息, 为每个模型设定理想的协作对象. 动态协作路由算

法则进一步利用协作关系信息, 以“一致同意规则”为基础, 从理想协作对象中挑选对当前输出结果的反对者作为

下一跳节点. 大量实验结果表明本文所提路由算法的有效性. 互评分数与回复质量结果的相关性证实了分数与模

型参与意愿、分数与模型协作关系的关联; 与对照组路由的比较则验证了该算法在回复质量上的显著优势. 根据

实验结果可知, 大多数路由在两条之内即可结束, 且相较于随机设定的路由来说, 更能保证输出内容的质量.
通过显式建模模型间协作关系, 本文为模型互联引入了结构性协作的认知, 有助于推动从“系统整体协同”角

度重新审视大模型集成方式; 通过引入动态路由机制, 本文实现了对多模型路径的按需调度与灵活组合, 为后续模

型互联在复杂任务与环境下的部署提供了可行技术路线. 在未来工作中, 可以进一步探索多模型协作关系的动态

演化机制, 支持更大规模、更复杂网络结构下的协作调度; 同时考虑引入用户评价与系统表现评估的反馈优化机

制, 以提升路由策略的长期自适应能力.
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