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摘　要: 代码注释是对源代码功能的自然语言描述, 其可以帮助开发人员快速地理解代码语义及功能, 从而提高软

件开发和维护的效率. 然而, 书写与维护代码注释费时费力, 导致代码注释经常出现缺失、不匹配以及过时等问题.

因此, 如何自动化地为源代码生成注释引起了大量研究人员的关注. 现有方法通常利用信息检索技术或深度学习

技术来进行代码注释自动生成, 但这二者均存在自身的一些局限. 目前已有一些对信息检索技术和深度学习技术

进行集成的研究工作, 但它们无法有效利用这两种技术优势. 针对这些问题, 提出一种基于语义重排序的代码注释

生成方法 SRBCS, 该方法通过语义重排序模型对不同方法所生成代码注释进行排序选择来实现代码注释生成, 从

而在实现对不同方法集成的同时最大化地利用不同方法在代码注释生成上的优势. 在两个数据集上将 SRBCS与

14 种代码注释生成方法进行比较. 实验评估结果表明 SRBCS 可以有效地对不同代码注释生成方法进行集成, 实

现了优于现有 14种代码注释生成方法的性能.
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Abstract:  Code  comments  serve  as  natural-language  descriptions  of  the  source  code  functionality,  helping  developers  quickly  understand
the  code’s  semantics  and  functionality,  thus  improving  software  development  and  maintenance  efficiency.  However,  writing  and

maintaining  code  comments  is  time-consuming  and  labor-intensive,  often  leading  to  issues  such  as  absence,  inconsistency,  and

obsolescence.  Therefore,  the  automatic  generation  of  comments  for  source  code  has  attracted  significant  attention.  Existing  methods

typically  use  information  retrieval  techniques  or  deep  learning  techniques  for  automatic  code  comment  generation,  but  both  have  their

limitations.  Some  research  has  integrated  these  two  techniques,  but  such  approaches  often  fail  to  effectively  leverage  the  advantages  of

both  methods.  To  address  these  issues,  this  study  proposes  a  semantic  reranking-based  code  comment  generation  method,  SRBCS.  SRBCS

employs  a  semantic  reranking  model  to  rank  and  select  comments  generated  by  various  approaches,  thus  integrating  multiple  methods  and
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maximizing  their  respective  strengths  in  the  comment  generation  process.  We  compared  SRBCS  with  11  code  comment  generation
approaches  on  two  subject  datasets.  Experimental  results  demonstrate  that  SRBCS  effectively  integrates  different  approaches  and
outperforms existing methods in code comment generation.
Key words:  code comment generation; semantic reranking model; contrastive learning

代码注释在软件开发和维护过程中扮演着重要角色, 其提供了对源代码功能、逻辑和意图的清晰说明. 通过

高质量代码注释, 开发人员可以在不需要涉及代码具体细节的情况下快速地理解代码语义和功能, 从而实现高效

的软件开发和维护 [1,2]. 然而, 由于编写和维护代码注释所需的高昂人工成本, 真实软件系统中的代码注释往往容

易出现缺失、不匹配以及过时等问题 [3], 严重影响软件系统的可理解性和可维护性, 进而限制软件开发和维护的

效率. 因此, 如何自动化地为源代码生成高质量的注释, 对于提高软件开发和维护的效率、提升软件系统的质量有

着重要意义.
现有代码注释自动生成方法可以被大致分为基于信息检索的方法和基于深度学习的方法. 其中, 基于信息检

索的方法 [1,4−6]旨在利用代码间的相似性从代码数据库中检索相似代码片段, 从而使用检索到的相似代码的注释生

成目标代码的注释. 而基于深度学习的方法 [7−11]则将代码注释生成任务建模为神经机器翻译问题 (即, 如何将源代

码翻译为自然语言描述的代码注释), 并利用深度神经网络模型对这一翻译问题加以解决. 伴随着深度学习技术的

日益成功, 基于深度学习的代码注释生成方法已然成为代码注释生成领域的主流. 然而, 近年的相关研究指出: 基
于信息检索的方法在一些情况下可以实现优于 (或接近)基于深度学习的方法的性能 [12]. 这一发现启发了研究人

员对基于信息检索的方法和基于深度学习的方法进行集成, 以进一步提升代码注释生成的性能. 例如, Re2Com[13]

提出检索相似代码的摘要作为示例来辅助深度神经网络模型生成目标代码的注释; Rencos[14]分别在语法和语义层

面检索相似代码, 并通过深度神经网络模型将检索到的相似代码与目标代码进行融合来生成代码注释; EditSum[15]

则首先将检索到的相似代码的注释编码为原型注释, 随后使用深度神经网络模型对原型注释进行编辑来生成目标

代码的注释.
尽管基于集成的方法在代码注释自动生成任务上取得了一定效果, 但现有方法仍存在一些问题有待改进. 首

先, 现有基于集成的方法大多从深度学习的视角出发, 通过检索相似代码对深度神经网络模型的输入进行增强来

提升代码注释生成的性能. 这种方式导致代码注释生成的有效性仍受制于深度神经网络模型, 无法充分发挥信息

检索技术在代码注释生成任务上的优势 [16]. 其次, 由于需要使用检索到的相似代码对深度神经网络模型的输入进

行增强, 现有基于集成的方法往往需要对深度神经网络模型的架构进行特殊设计 [13−15], 以使其能够对检索到的相

似代码进行融合. 同时, 现有基于集成的方法大多需要从零开始对深度神经网络模型进行训练 [13−15], 以保障模型可

以有效利用检索到的相似代码. 但随着深度神经网络模型规模的日益增大, 从零开始训练深度神经网络模型所需

的时间和算力成本也愈发高昂. 这些因素一定程度上限制了现有基于集成的方法的可扩展性.
针对上述问题, 本文从信息检索的视角而非传统深度学习的视角重新思考了如何集成信息检索技术和深度学

习技术来进行代码注释生成. 我们的核心思想是: 因为信息检索技术和深度学习技术在生成代码注释时有其各自

擅长的代码类型 [16], 所以我们可以依据目标代码来选择使用信息检索技术生成的代码注释或深度学习技术生成

的代码注释, 从而更好地为目标代码生成注释. 据此, 本文提出了一种基于语义重排序的代码注释生成方法 SRBCS
(semantic reranking for better code summarization). SRBCS首先分别利用信息检索技术和深度学习技术为目标源代

码生成候选注释. 随后, 它通过一个语义重排序模型来度量候选代码注释与目标源代码之间的语义相关度, 并对候

选代码注释按相关度进行排序. 最终, SRBCS 从排序后的候选代码注释中选择出最佳注释作为目标源代码注释.
为了构建可以有效对候选代码注释进行排序的语义重排序模型, 本文提出了一种基于多维度正负样本对构造方法

的对比学习来对语义重排序模型进行训练. 该方法利用源代码的多维度信息构造对比学习所需的正负样本对, 以
帮助语义重排序模型更好地学习源代码与注释之间的语义相关性, 从而更有效地进行候选代码注释的排序选择.

为了评估 SRBCS 的性能, 本文在两个被广泛使用的数据集 (即 JCSD 数据集 [8,17]和 PCSD 数据集 [10]) 上将

SRBCS与 14种代码注释生成方法进行了比较. 实验结果表明, SRBCS能够有效地对不同代码注释生成方法进行

集成, 实现优于现有代码注释生成方法的性能. 具体而言, 在两个实验数据集上, SRBCS的 BLEU 分数、ROUGE-L
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分数和 METEOR 分数均优于所有 14种被比较的代码注释生成方法. 此外, 我们还进一步研究了所提出的基于多

维度正负样本对构造方法的对比学习的有效性, 结果表明该方法可以帮助语义重排序模型更好地进行候选代码注

释排序.
综上所述, 本文的主要贡献包含以下 3个方面.
(1) 提出了一种从信息检索视角出发的不同代码注释生成方法的集成策略, 为代码注释生成方法的设计提供

了新思路.
(2) 提出了一种基于语义重排序的代码注释生成方法 SRBCS. 该方法通过语义重排序模型对不同代码注释生

成方法所生成代码注释进行排序选择来实现代码注释生成.
(3) 通过大量的实验评估验证了 SRBCS的性能. 实验评估结果表明 SRBCS可以有效地对不同代码注释生成

方法进行集成, 实现了优于现有 14种代码注释生成方法的性能.
本文第 1节介绍本文工作的相关背景知识. 第 2节介绍所提出的基于语义重排序的代码注释生成方法 SRBCS

的整体架构设计. 第 3 节通过实验展示 SRBCS 的性能. 第 4 节讨论 SRBCS 框架设计与实现中的一些局限性. 第
5节回顾相关工作. 第 6节对本工作进行总结.

 1   基础知识

 1.1   代码注释自动生成

c c ŝ = (t1, t2, . . . , tT ) ti ŝ

在本文中, 遵循现有工作 [16], 我们重点关注如何为一段函数自动生成其自然语言描述的注释. 如图 1所示, 给
定一段函数代码, 我们的目标是自动生成其注释“convert an iterable stream into one last item of the stream”. 更具体

地说, 给定一段函数源代码  , 代码注释自动生成的任务是为   生成一段注释  , 其中   表示注释   中

的一个字/词.
 
 

// convert an iterable stream into one last item of the stream

Public Optional<T> last(){

Iterator<T> iterator = iterator();

T value = null;

While (iterator.hasNext())

value = iterator.next();

return Optional.of(value);

}

图 1　代码注释生成示例
 

如前所述, 现有代码注释自动生成方法大致分为基于信息检索的方法、基于深度学习的方法和基于集成的

方法.

D = {(ci, si)}Ni=1 ci si ci

c D c ci ci

si c

基于信息检索的方法 [1,4−6]旨在利用相似代码的注释来为目标函数源代码生成注释. 为此, 基于信息检索的方

法通常会首先构造一个代码数据集  , 其中   表示一段函数源代码,   表示   对应的注释. 随后, 给定

一段函数源代码  , 基于信息检索的方法从   中检索得到一段与   相似的函数源代码  , 并选择使用   所对应的注

释   作为   的注释. 常见的用于度量代码间相似度的方法包括: (1) 文本相似度. 该方式简单地度量代码中词元的

相似度来计算代码间相似度; (2) 语义相似度. 该方式利用深度神经网络模型将函数源代码编码为特征向量并使用

向量间距离来计算代码间相似度.

D = {(ci, si)}Ni=1

F c F ŝ = F (c)

F

基于深度学习的方法 [7−11]将代码注释自动生成问题建模为神经机器翻译问题, 并利用深度神经网络模型来完

成函数源代码到注释的翻译. 具体而言, 基于深度学习的方法的目标是在代码数据集   上训练一个深

度神经网络模型  . 从而, 给定一段函数源代码  , 深度神经网络模型   可以直接输出其注释  . 一般而言,
深度神经网络模型   的训练可以从零开始进行或基于预训练模型利用迁移学习进行.

D基于集成的方法 [12−15]则是上述两种方法的结合. 这种方法通常首先利用信息检索技术从   中检索与给定函
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c ci si c (ci, si) F c

ŝ = F (c, (ci, si))

数源代码   相似的函数源代码   及其注释  ; 随后, 其将   和   共同作为深度神经网络模型   的输入来生成 

的注释  .
尽管上述方法取得了一定效果, 但目前尚缺乏一种通用且有效的代码注释自动生成方法. 具体而言, 基于信息

检索的方法和基于深度学习的方法各有优劣, 二者均有各自擅长处理的代码情况 [16]. 虽然基于集成的方法对基于

信息检索的方法和基于深度学习的方法进行了集成, 但是现有基于集成的方法仍主要依赖于深度神经网络模型来

进行代码注释生成 [12−15], 这极大地限制了信息检索技术所能发挥的作用. 同时, 为了利用信息检索得到的内容, 现
有基于集成的方法还需对深度神经网络模型的结构和训练方式进行设计 [12−15], 这同样限制了现有基于集成的方法

的泛化性. 鉴于此, 本文的目标是探索一种全新的集成方法, 以最大化利用信息检索技术和深度学习技术在代码注

释生成任务上的优势, 实现更高质量的代码注释自动生成.

 1.2   重排序

重排序是信息检索系统中的一个重要步骤, 它发挥着优化检索结果的关键作用 [18]. 重排序一般发生在检索流

程的最后阶段. 在进行重排序之前, 检索系统往往会首先进行一次前置检索来从数据库中提取一组初步的候选文

档. 随后, 重排序计算这组候选文档与查询的语义匹配度, 并根据语义匹配度对候选文档进行优化排序, 从而提升

信息检索的精度和用户满意度. 从上述重排序的工作流程可以看出, 重排序非常适合用于合并和排序来自不同检

索系统的结果. 受此启发, 本文尝试利用重排序技术来对基于信息检索的代码注释生成方法和基于深度学习的代

码注释生成方法进行集成. 通过将这两种方法视为前置检索过程 (即, 分别独立地使用这两种方法生成代码注释),
我们可以使得这两种方法在代码注释生成过程中互不干扰, 从而实现对这两种方法优势的最大化利用. 同时, 通过

对这两种方法所生成的代码注释进行重排序, 我们可以从中选择出最优代码注释, 从而为目标函数源代码提供高

质量注释.

 2   基于语义重排序的代码注释生成方法 SRBCS

 2.1   方法概览

设计理念: 如第 1.1 节中所述, 基于信息检索的代码注释生成方法和基于深度学习的代码注释生成方法擅长

应对不同类型源代码的注释生成. 因此, 如果能够集成这两种方法的能力, 那么我们可以实现更高质量的代码注释

生成. 现有基于集成的代码注释生成方法主要从深度学习的视角出发对基于信息检索的方法和基于深度学习的方

法进行集成, 使得现有基于集成的方法仍主要依赖于深度神经网络模型进行代码注释生成, 无法充分发挥信息检

索技术的能力. 为了更有效地集成信息检索技术和深度学习技术, 实现高质量的代码注释自动生成, 我们提出从信

息检索的角度对基于信息检索的代码注释生成方法和基于深度学习的代码注释生成方法进行集成. 具体而言, 我
们将基于信息检索的方法和基于深度学习的方法视为检索系统中的前置检索过程, 分别利用这两种方法生成一组

候选代码注释. 然后, 通过度量候选代码注释和目标源代码的语义相关度, 利用语义重排序模型对候选代码注释进

行优化排序, 从而选择出最佳代码注释作为目标源代码的注释. 相较于现有利用信息检索增强深度神经网络模型

输入的集成方式, 所提出的方法分别利用信息检索技术和深度学习技术进行代码注释生成, 避免了这两种技术的

优势被相互抑制, 从而可以在代码注释生成过程中更好地发挥这两种技术的优势. 此外, 由于仅需对不同方法所生

成的代码注释进行重排序, 本文方法可以快捷地对多种不同方法进行集成而无需在集成新方法时重新设计和训练

模型. 这也避免了现有基于集成的方法存在的额外训练开销、可扩展性差等问题.
对于语义重排序模型的构建, 我们利用对比学习来训练语义重排序模型. 语义重排序模型旨在区分与目标源

代码语义相关的注释和语义无关的注释, 以有效衡量候选代码注释与目标源代码的语义相关性, 并对其进行排序.
对比学习的目标是学习一个特征表示空间, 在该空间中, 同类型数据具有相似的特征表示, 而不同类型数据的特征

表示尽可能不同 [19]. 这一目标与语义重排序模型的目标一致. 因此, 可以通过对比学习对语义重排序模型进行训

练, 使目标源代码和其语义相关的注释具有相似特征表示, 而语义无关的注释则具有不同的特征表示, 从而实现对

语义相关和语义无关注释的区分.
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SRBCS 工作流程概览: 图 2 展示了所提出的代码注释生成方法 SRBCS 的工作流程. 从图 2 中可以看出,

SRBCS包含两个阶段: 候选代码注释生成和代码注释重排序. 给定一个目标函数源代码  , 在候选代码注释生成阶

段, SRBCS首先分别使用基于信息检索的代码注释生成方法和基于深度学习的代码注释生成方法生成一组候选

代码注释集合  , 其中   表示所考虑的代码注释生成方法的数量. 在随后的代码注释重排序阶段,

SRBCS利用语义重排序模型, 根据候选代码注释和目标函数源代码   之间的语义相关度, 对候选注释集合   中的

候选注释进行排序, 并从中选择出最优注释   作为目标函数源代码   的注释.
 
 

阶段1: 候选代码注释生成 阶段2: 代码注释重排序

// Golden: computes the length of a vector

public static double length (double x, double y, double z){

return Math.sqrt(x*x +y*y + z*z);

}
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图 2　SRBCS工作流程概览
 

 2.2   语义重排序模型

概览: 图 2中展示了语义重排序模型的构建流程. 语义重排序模型的目标是对基于信息检索的方法和基于深

度学习的方法所生成的候选代码注释进行排序, 以从中选择目标函数源代码的最优注释. 为了实现这一目标, 我们

利用对比学习对语义重排序模型进行训练, 使得模型可以有效区分与目标源代码语义相关的注释和语义无关的注

释. 具体而言, 使用对比学习进行语义重排序模型训练主要需要考虑以下 3个方面的关键设计: (1)语义重排序模

型结构设计. 因为模型结构直接决定了模型的学习能力和表征能力 [20], 所以选择合适的模型结构可以保障模型更

好地学习、表征函数源代码和代码注释; (2)对比学习训练数据构造. 对比学习主要通过正负样本对来对模型进行

训练以使得模型可以学习得到如何正确区分正负样本 [19]. 因此, 对比学习过程中所使用的正负样本对对于最终的

模型性能起着至关重要的作用; (3)模型训练. 在完成模型结构设计和训练数据构造之后, 我们便需要对语义重排

序模型进行训练, 以得到可以支撑候选代码注释重排序的模型. 下面将对上述 3个关键设计进行详细介绍和讨论.

模型结构设计: 对于语义重排序模型的结构, 我们选择使用 XLM-RoBERTa序列分类模型结构 [21]. 函数源代

码具有严格语法结构的同时存在着许多的代码特定字词 (如关键字等), 而代码注释则是约束相对较松的自然语言

描述. 因此, 需要对函数源代码和代码注释进行独立处理, 这促使我们使用跨语言模型来学习、表征源代码和代码

注释. 而 XLM-RoBERTa 在众多跨语言迁移任务中展现出了出色的性能 [22], 所以在 SRBCS 中选择使用 XLM-

RoBERTa来构建语义重排序模型. 此外, 遵循近年来预训练-微调的深度神经网络模型训练范式, 我们选择在经过

预训练的 XLM-RoBERTa 模型基础上来构建语义重排序模型而非直接从零开始训练模型. 相较于从零开始的模

型训练, 经过预训练的模型已经学习了大量代码和自然语言文本 [23,24], 这可以帮助语义重排序模型更好地理解源

代码和代码注释, 从而更高效地进行模型训练. 更具体地, 我们选择在 Hugging Face[25]提供的 BAAI/base-reranker-
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large模型 (https://huggingface.co/BAAI/bge-reranker-large)基础上来构建语义重排序模型.
训练数据构造: 由于深度神经网络模型遵循数据驱动的编程范式 [26], 因此深度神经网络模型的构建往往需要

大量的训练数据. 为了收集充足的训练数据用于语义重排序模型训练, 首先从诸如 GitHub和 Gitee等代码开源平

台中爬取了大量的开源项目. 然后, 通过静态分析等技术手段, 从爬取得到的开源项目中提取出所有函数源代码及

其相应的注释. 最后, 对提取得到的数据进行清洗, 排除了那些无法编译的噪声数据, 从而得到用于语义重排序模

型训练的训练数据集.
基于构造的训练数据集, 下一步便是如何构造用于对比学习的训练数据. 对比学习的目标是使得同类型数据

具有相似的特征表示而不同类型数据的特征表示尽可能不同 [19]. 为此, 对比学习往往需要构造正负样本对, 从而

通过最小化锚点样本与其对应正例样本间相似度的同时最大化与其对应负例样本间相似度来实现模型训练. 一般

来说, 对比学习中常见的正负样本对构造方式是对锚点样本进行数据增强来生成正样本, 而将从训练数据集中除

锚点样本外的数据中随机采样的样本作为负例样本. 然而, 这种正负样本对构造方式并不能很好地适用于 SRBCS
中的语义重排序模型. 对于 SRBCS中的语义重排序模型, 其锚点样本为训练数据集中一个函数源代码-代码注释

对. 此时, 如果我们简单地通过数据增强技术对锚点样本中的代码注释进行变换 (如随机替换或删除)来生成正例

样本, 那么注释与函数源代码之间的语义相关性很容易遭到破坏, 导致得到的正例样本失效. 同时, 随机采样得到

的负例注释通常与锚点样本中的函数源代码具有较大的语义差异, 使得模型无法有效学习源代码与注释之间的语

义关系, 从而影响模型对同一源代码的不同语义关联度的注释进行区分.
为了避免上述问题, 构造高质量的正负样本对来训练语义重排序模型, 本文提出了一种词法检索、语义检索

和随机采样相结合的多维度正负样本对构造方法. 该方法的核心思想是利用词法检索和语义检索来更好地采样训

练数据中与锚点样本语义相近的样本, 从而提升随机采样得到的正负样本对的质量. 图 3展示了所提出的多维度

正负样本对构造方法的具体流程.
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图 3　多维度正负样本对构造流程
 

词法检索重点关注那些由于代码克隆、代码模板等原因而存在的形式相近且语义相似的源代码. 直觉上, 这
类源代码应当具有相似的代码注释. 为了进行高效词法检索, 首先借助 Lucene (http://lucene.apache.org)这一被广

泛使用的开源检索引擎来构建词法检索库 [16]. 具体而言, 首先利用基于词法分析实现的分词器将源代码解析为词

元序列. 然后, 将词元序列存储为 Lucene中的 Document数据结构, 并利用 IndexWriter构建索引. 在构建完成词法

检索库之后, 便可对检索库进行查询来得到与锚点样本中源代码词法相近的样本. 更具体来说, 使用 BM25算法 [27]

计算锚点样本中源代码与检索库中代码的相似度实现词法检索. 选择使用 BM25算法的原因是其被基于信息检索

的代码注释生成方法所广泛采用 [12−15,28].
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除了上述形式相近且语义相似的源代码外, 现实场景中通常还存在由于不同开发人员的不同编程习惯而导致

的形式相异但语义相似的源代码, 这部分代码的注释同样有助于语义重排序模型的对比学习. 因此, 我们进一步利

用语义检索来采样这类数据. 具体来说, 首先利用 Hugging Face[25]提供的 Flax 模型 (https://huggingface.co/flax-
sentence-embeddings/st-codesearch-distilroberta-base) 来提取代码语义特征以构建语义检索库. 该 Flax 模型在

CodeSearchNet[29]数据集上进行了预训练, 可以有效用于代码搜索任务. 随后, 基于提取到的特征, 我们使用余弦相

似度来计算锚点样本中源代码与检索库中代码的特征间相似度实现语义检索. 选择余弦相似度而非其他向量相似

度计算方法是因为余弦相似度被证明可以更有效地度量深度神经网络模型生成的特征表示间的相似度 [30].

n1, n2 n3

n1+n2+n3

n1+n2+n3 τ

最终, 合并词法检索、语义检索和随机采样得到的数据, 便可进行对比学习中正负样本对的构造. 更具体地,
对于一个锚点样本, 分别使用词法检索、语义检索和随机采样检索得到   和   条数据. 随后, 遵循现有工作 [16,31],
使用 BLEU 分数 [32]对这   条数据中的注释进行评估以构造正负样本, BLEU 分数反映了这些注释相较于

锚点样本中注释的精度. BLEU 分数越高意味着该注释与锚点样本中的注释更接近, 因此可以更好地反映锚点样

本中源代码的功能. 所以, 对于检索得到的   条数据, 如果其 BLEU 分数大于一个阈值  , 则将其视为锚点

样本的正例样本; 否则将其视为负例样本.

(c, s) S + S − S +∪S −

K Gc.Gc S + K −1 S −

模型训练: 基于上述构造得到的正负样本对, 便可通过对比学习对 XLM-RoBERTa 模型进行微调, 从而构建

语义重排序模型. 给定一个锚点样本  , 其对应的正例样本集合为  , 负例样本集合为  . 从   的集合中

采样出   个注释用于构建锚点样本的正负样本对集合   由一个从   中采样的正例注释和   个从   中采

样的负例注释组成. 从而, 用于训练模型的对比损失函数为: 

ℓ = −log exp (dist (c, sc,+))
K∑

k=1

exp (dist (c, sk))

(1)

sc,+ sk Gc k dist (c, ·)
Gc

其中, c 表示锚点样本的源代码,   表示正例注释,   表示集合   中的第   个注释.   表示语义重排序模型

中源代码 c 的特征表示和   中注释的特征表示之间的相似度. 从公式 (1)可以看出, 通过对比学习训练后的语义

重排序模型将使目标源代码和其语义相关的注释具有相似的特征表示, 而语义无关的注释则具有不同的特征表

示, 从而帮助更好地对候选代码注释按其与目标源代码的语义相关度进行排序, 实现最优代码注释的选择.

 2.3   基于语义重排序的代码注释生成

基于语义重排序模型, 即可对基于信息检索的代码生成方法和基于深度学习的代码生成方法所生成的代码注

释进行筛选, 从而实现对二者的集成, 提升代码注释生成的质量. 算法 1给出了所提出的基于语义重排序的代码注

释生成方法的基本流程.
c

c ŝ

c ŝ

算法 1 以待生成代码注释的目标函数源代码    为输入, 同时考虑两种基于信息检索的代码注释生成方法:
词法检索 (LexReDatabase)和语义检索 (SemReDatabase), 以及一种基于深度学习的代码注释生成方法 (CodeSum-
Model). 算法最终输出目标函数源代码    的代码注释   . 在算法 1 中, 首先初始化一个空的候选代码注释集合

CandidateSummaries (第 1行); 随后, 分别使用两种基于信息检索的代码注释生成方法, 即基于 BM25的词法检索

方法 (第 3–5行)和基于余弦相似度的语法检索方法 (第 6–9行), 生成候选代码注释, 并将其添加到候选代码注释

集合 CandidateSummaries 中. 更具体地, 在 SRBCS中, 复用语义重排序模型中的词法检索方法和语义检索方法来

检索相似代码, 并利用检索到的相似代码的注释作为目标源代码注释. 然后, 同样使用基于深度学习技术的代码注

释生成方法生成 (第 10–13行)候选代码注释并将其添加到候选代码注释集合 CandidateSummaries 中. 更具体地,
在 SRBCS中我们使用 CodeT5[33]这一被广泛使用的代码模型来生成代码注释. 最终, 使用语义重排序模型 Reranker
对添加到候选代码注释集合 CandidateSummaries 进行排序, 从而筛选得到目标函数源代码   的代码注释  . 需要特

别指出的是, 尽管在当前版本的 SRBCS 中, 主要考虑对基于 BM25 的词法检索方法、基于余弦相似度的语法检

索方法和基于 CodeT5的代码注释生成方法进行集成. 但是, SRBCS可以轻松地对更多代码注释生成方法进行集

成而无需额外的训练. 具体而言, 对于一种新的代码注释方法, 只需将其生成的代码注释扩充到候选代码集合

CandidateSummaries 中, 即可使用语义重排序模型对该方法生成的代码注释进行筛选, 实现对该方法的集成.
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算法 1. 基于语义重排序的代码注释生成算法.

c;输入: 目标函数源代码   词法检索库 LexReDatabase; 语义检索库 SemReDatabase; 深度学习代码注释生成模型

CodeSumModel; 语义重排序模型 Reranker;
c ŝ输出: 与目标函数源代码   相吻合的注释  .

∅1. CandidateSummaries = 
2. LexCandidateSummaries = BM25(LexReDatabase)

∈3. for CandidateSummary   LexCandidateSummaries do
4. 　CandidateSummaries.append(CandidateSummary)
5. end for
6. SemCandidateSummaries = CosSim(SemReDatabase)

∈7. for CandidateSummary   SemCandidateSummaries do
8. 　CandidateSummaries.append(CandidateSummary)
9. end for

c10. DLCandidateSummaries = BeamSearch(CodeSumModel,  )
∈11. for CandidateSummary   DLCandidateSummaries do

12.　 CandidateSummaries.append(CandidateSummary)
13. end for
14. ReRankedSummaries = Reranker(CandidateSummaries)

ŝ15.   = ReRankedSummaries[0]
ŝ16. return 

 3   实验分析

 3.1   实验数据集

本文在 JCSD 和 PCSD 两个数据集上进行实验, 这两个数据集均在代码注释生成领域中被广泛应用 [16,31].　
表 1给出了实验所用数据集的详细统计信息.
  

表 1　实验数据集
 

数据集名称 训练数据数量 验证数据数量 测试数据数量 总数量

JCSD 69 708 8 714 8 714 87 136
PCSD 55 538 18 505 18 502 92 545

 

JCSD是由 Hu等人 [8,17]从 GitHub收集的一个数据集, 其包含了 2015–2016年间至少有 20个点赞的 9 714个
Java项目, 总计 87 136个函数源代码-代码注释对. 这 87 136个函数源代码-代码注释对被按 8:1:1的比例分割为训

练集、验证集和测试集.
PCSD是由Wan等人 [10]对 Barone等人 [34]所收集的数据集处理得到, 该数据集总计包含 92 545个来自 GitHub

的函数源代码-摘要对. 这 92 545个函数源代码-代码注释对被按 6:2:2的比例分割为训练集、验证集和测试集.
数据预处理: 对于 JCSD和 PCSD两个数据集, 进一步遵循现有工作 [8,14,35,36]对其中的函数源代码-代码注释对

进行了预处理. 具体而言, 首先将函数源代码中出现的数值常量、字符或字符串常量以及布尔常量替换为_NUM_、
_STR_和_BOOL_. 然后, 对代码注释中的所有单词进行了统一的小写化.

 3.2   评价指标

本文采用 3种常用的评价指标, 即 BLEU[32]、ROUGE-L[37]和 METEOR[38], 来评估代码注释生成方法的有效性,
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这些指标也被广泛用于之前的研究工作 [16,31]. 具体如下.
(1) BLEU. BLEU 通过度量生成注释 (候选项)与真实注释 (参考项)之间的连续 N-grams精度来评估模型生成

注释的质量: 

BLEU = BP · exp
 N∑

n=1

wnlogpn

 (2)

pn w1 wN BP

BP = 1 BP = e1− r
c r c

其中,   是候选项与参考项之间匹配的 N-grams的精度得分,   到   表示权重 (总和为 1).   为长度惩罚, 当候

选项的长度比参考项大时  , 否则  , 其中   表示参考项的长度,   表示候选项的长度. 在本文实验中,
我们遵循现有工作, 采用 Google 的 BLEU 计算实现, 对最高 4 词 (4-grams) 使用加一拉普拉斯平滑法计算 BLEU
分数.

X m Y n Y X

(2) ROUGE-L. ROUGE 指标被广泛应用于评估自动文本摘要系统, 其拥有 4 种变体: ROUGE-N, ROUGE-L,
ROUGE-W 和 ROUGE-S, 其中 ROUGE-L 在代码注释生成任务中最为广泛使用. ROUGE-L 使用最长公共子序列计

算 F 分数. 令   表示长度为   的参考项,   表示长度为   的参考项, 则   相较于   的 ROUGE-L 分数为: 

R =
LCS (X,Y)

m
, P =

LCS (X,Y)
n

, ROUGE-L =
(1+β2)RP

R+β2P
(3)

β其中,   表示超参数, 在实验中保持其默认值 1.2.
(3) METEOR. METEOR 计算候选项相较于参考项的精确率和召回率的调和平均数: 

METEOR =
(
1−γ · fragβ

)
· P ·R
α ·P+ (1−α) ·R (4)

P R frag α, β γ

α = 0.9, β = 3.0 γ = 0.5

其中,   和   分别表示候选项相较于参考项的单字精确率和召回率,   表示碎片分数.   和   为惩罚参数, 在本

文实验评估中保持了其默认值   和  .

 3.3   基线方法

为了系统地对 SRBCS进行评估, 将 SRBCS与 14种代码注释生成方法进行了比较. 这 14种代码注释生成方

法包含 2 种基于信息检索的方法 (词法检索和语义检索)、5 种基于深度学习的方法 (SiT、Script、AST-Trans、
CodeBERT 和 CodeT5) 和 4 种基于集成的方法 (Re2Com、Recons、EditSum 和 DECOM). 这些方法的具体描述

如下.
(1) 词法检索. 对基于词法检索的代码注释生成方法, 主要考虑使用 BM25算法 [27]这一在代码注释生成领域中

广泛使用的信息检索方法来检索相似方法 [12−15,28]. BM25算法通过对代码中词元间的相似度进行计算来为目标源

代码检索相似代码, 并使用检索到的相似代码的注释作为目标源代码的注释. 需要指出的是, 我们考虑作为基线方

法的基于词法检索的方法与 SRBCS中所使用的基于词法检索的方法一致 (详见第 2.3节).
(2) 语义检索. 对于基于语义检索的代码注释生成方法, 主要考虑使用余弦相似度来度量代码间的语义相似

度, 从而检索相似代码以生成目标源代码注释. 在提取代码语义时, 与 SRBCS中的基于语义检索的方法保持一致,
使用 Hugging Face[25]提供的 Flax模型来提取代码语义.

(3) SiT[39]. SiT利用多视图结构来编码源代码输入. 更具体地, 它根据抽象语法树关系、控制流和数据依赖关

系将源代码构造为 3个邻接矩阵, 并将这 3个邻接矩阵相加作为源代码的邻接关系输入到 Transformer模型中. 同
时, SiT还提出结构制导的自注意力机制对 Transformer模型进行了扩展, 以使其更好地理解代码中的结构化语义,
从而生成与源代码语义相似度更高的注释.

(4) Script[40]. Script在 SiT模型的基础上进一步对 Transformer模型中的编码器进行了扩展. 它额外设计了一

个编码器用于处理通过抽象语法树获取到的不同代码中不同词元的相对位置信息. 随后, Script将经过处理的位置

信息与带结构制导的自注意力机制的编码器输出信息进行融合, 以生成代码注释.
(5) AST-Trans[41]. AST-Trans提出了一种全新的抽象语法树编码方法. 该方法应用树结构注意力机制为相关

节点动态分配权重. 同时, 在计算自注意力过程中, 它还利用抽象语法树的父子节点关系和兄弟节点关系对无关节

点进行了去除.
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(6) CodeBERT[42]. CodeBERT是一种基于 BERT的代码大模型. 它利用自然语言-源代码对, 通过掩码标识符

预测和替换标识符检测作为预训练任务对模型进行预训练. CodeBERT在诸如代码搜索、代码补全、代码文档生

成和代码翻译等众多代码理解任务中表现出了优异的性能, 因此我们也将其作为基线方法对 SRBCS进行评估. 在
本文实验所用的实验数据集上对 CodeBERT模型进行了微调, 以保证其可以有效为实验数据集生成代码注释.

(7) CodeT5[33]. CodeT5是一种基于 T5的代码大模型. 通过其设计的标识符敏感预训练、标识符标注以及掩

码标识符预测这 3 个预训练任务, CodeT5 实现了对代码语义的有效学习. 此外, 利用双向对偶生成预训练任务,

CodeT5还实现了代码和自然语言语义的理解和对齐. 因此, CodeT5被广泛用于代码注释生成领域中. 同样在本文

实验所用的实验数据集上对 CodeT5模型进行了微调, 以保证其可以有效为实验数据集生成代码注释.
(8) Code LLaMA[43]. Code LLaMA是一种基于 LLaMA的代码大模型, 其采用自回归建模的目标在代码数据

(GitHub 等开源代码库中的代码) 和代码相关的自然语言数据 (如代码文档、注释和编程相关文本) 上进行训练,
使得模型具备出色的代码理解与生成能力. 在本文实验中, 我们进一步将 Code LLaMA 作为基线方法之一, 以评

估 SRBCS在当前大语言模型的背景下是否依然有效.
(9) DeepSeek-Coder[44]. DeepSeek-Coder是一种基于 DeepSeek架构构建的大规模代码模型, 其通过多阶段混

合训练策略 (包括海量开源代码库、高质量技术文档和跨语言对齐数据等) 进行深度优化, 在代码补全、多语言

互译和技术文档撰写等场景中展现了卓越性能. 我们同样将 DeepSeek-Coder作为实验的基线方法之一, 来进一步

评估 SRBCS在大语言模型背景下的有效性.
(10) Qwen-Coder[45]. Qwen-Coder是一种基于 Qwen架构的大规模代码模型, 其采用自回归建模和指令微调技

术, 在由开源代码、技术文档和合成数据等数据组成的混合数据集上, 针对代码理解与生成任务进行了优化, 展现

了出色的代码理解及生成能力. 我们在实验中进一步将 Qwen-Coder 作为实验基线方法之一, 以更全面地评估

SRBCS在大语言模型背景下的有效性.
(11) Re2Com[13]. Re2Com首先利用信息检索为目标源代码检索一个相似代码片段并将其注释作为范例. 之后,

它通过一个基于循环神经网络的序列到序列转换模型对目标源代码、目标源代码抽象语法树、相似代码片段以

及范例进行编码, 利用两点代码间相似度信息以及范例注释进行代码注释生成.
(12) Recons[14]. Recons基于深度神经网络模型更倾向于生成高频词汇而难以生成低频词汇这一发现, 提出了

一种基于信息检索的神经代码注释生成方法. 该方法分别基于词法信息和语义信息检索目标源代码的相似代码,
并利用一个基于循环神经网络的注意力编码器-解码器模型对目标源代码和两个相似代码进行编码, 实现代码注

释生成.
(13) EditSum[15]. EditSum首先利用信息检索为目标源代码检索一个相似代码片段并将其注释作为原型. 之后,

以原型注释为起点, 根据目标函数源代码与检索到的相似代码间的语义差异对原型注释进行修改, 最终生成目标

函数源代码的代码注释.
(14) DECOM[46]. DECOM受人类润色文档流程的启发, 提出了一种多次审议的代码注释自动化生成框架. 对

于一个目标源代码, DECOM首先从该代码中提取变量名等关键信息并利用信息检索技术检索该代码的相似代码

片段. 随后, 检索到的代码片段的注释被作为初始化草稿同输入代码以及关键词序列并一同输入到 DECOM中以

开启迭代审议流程. 在每轮审议中, 审议模型对草稿进行润色并生成一个新的注释, 而评估模型对新生成注释的质

量进行评估以决定审议是否终止. 迭代审议流程结束后便可得到目标源代码的注释.

 3.4   实验方法

n1 = n2 = n3 = 5 τ = 0.4

使用 Python和 PyTorch对 SRBCS进行了实现. 在构造语义重排序模型的训练数据时, 将词法检索、语义检

索和随机采样检索的数量均设置为  ; 并将 BLEU 分数的阈值设置为  . 同时, 选择在 Hugging
Face提供的 BAAI/base-reranker-large模型上进行微调来构建语义重排序模型. 对于 SRBCS中使用的代码注释生

成方法, 选择基于 BM25 的词法检索代码注释生成方法、基于余弦相似度的语义检索代码注释生成方法以及基

于 CodeT5 的代码注释生成. 对于两种基于信息检索的代码注释生成方法, 在各数据集的训练数据上构建了检索
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库; 而对于基于 CodeT5的代码注释生成方法, 我们则通过训练数据集对 Hugging Face[25]提供的 CodeT5预训练模

型进行了微调. 对于实验中所使用的基线方法, 均直接采用其开源实现, 并根据作者建议的设置配置参数, 或者使

用原始论文的默认设置, 以确保实验重复的准确性. 另外, 对于基线方法 Code LLaMA, 我们遵循现有工作 [47]的设

定, 使用 Hugging Face[25]提供的 CodeLlama-7b-Instruct-hf模型, 并采用少样本提示来进行代码注释生成. 图 4展示

了实验所使用的少样本提示词模板. 同时, 为了进一步评估大语言模型在信息检索增强下的代码注释生成能力, 基

于 SRBCS中所使用的基于 BM25的词法检索和基于余弦相似度的语义检索构建了 Code LLaMA在信息检索增

强下的代码注释生成方法. 具体而言, 使用检索到的代码示例对前述少样本提示词中的样例进行替换实现 Code

LLaMA 在信息检索增强下的代码注释生成. 对于基线方法 DeepSeek-Coder 和 Qwen-Coder, 我们分别采用

Hugging Face[25]提供的 deepseek-coder-33b-instruct模型和 Qwen2.5-Coder-32B-Instruct模型. 这两个模型为当前

DeepSeek-Coder 和 Qwen-Coder 开源的最大量级版本. 在初步实验中, 我们发现 DeepSeek-Coder 和 Qwen-Coder

容易输出冗余内容, 因此在现有工作 [47]的提示词基础上, 我们进一步增加语句“Please keep the output concise

enough and avoid including irrelevant information, and limit the output to 50 tokens as much as possible” 来限制冗余单

词的产生, 具体提示词模板如图 4所示. 需要指出的是, 尽管不同提示词可能导致不同模型性能, 但本文主要关注

如何集成基于检索的方法和基于深度学习的方法进行代码注释生成, 提示词的调优超出了本文研究范围. 因此, 我

们主要基于已被现有工作 [47]证实有效性的提示词来设计实验中大模型所使用的提示词. 在本文后续章节中, 为了

描述的简洁性, 分别使用 x-fewshot 和 x-RAG 表示代码大模型 x (即, Code LLaMA、DeepSeek-Coder 和 Qwen-

Coder)在少样本提示词下和信息检索增强下的代码注释生成. 所有实验均运行在同一机器上, 该机器运行 Ubuntu

18.04.6 LTS, CPU 配置为 Intel(R) Xeon(R) W-2245 CPU @ 3.90 GHz, GPU 配置为 NVIDIA GeForce RTX 3090.
 
 

Pretend that you are a programmer writing [Programming Language (Java/Python)] functions. For a given 
[Programming Language (Java/Python)] function you have to generate a short documentation describing what the 

function does. [(For DeepSeek-Coder and Qwen-Coder) Please keep the output concise enough and avoid 
including irrelevant information, and limit the output to 50 tokens as much as possible.]

Example 1:

Code: 
# Example of Code 

Documentation: 
# Example of Code’s summary

...

Now you are given that the following [Programming Language (Java/Python)] function:

Code:
# Target Code

图 4　Code LLaMA、DeepSeek-Coder和 Qwen-Coder所采用的少样本提示词
 

 3.5   实验结果与分析

为了评估基于语义重排序的代码注释生成方法 SRBCS的有效性, 我们研究了以下 5个问题.

• RQ1: SRBCS是否比其他代码注释生成的方法更好?

• RQ2: SRBCS是否能够有效对基于信息检索的方法和基于深度学习的方法进行集成?

• RQ3: SRBCS生成的代码注释对于开发人员而言是否更为有效?

• RQ4: SRBCS在不同的基于深度学习的方法上的有效性?

• RQ5: SRBCS中语义重排序模型在不同配置下的有效性?

RQ1: SRBCS是否比其他代码注释生成的方法更好?

该研究问题旨在评估 SRBCS是否能够实现优于现有代码注释生成方法的性能. 为了回答该问题, 将所提出的

方法与第 3.3节中所列出的所有基线方法进行了比较. 实验结果见表 2. 从表 2的实验结果中, 可以得到以下发现.
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表 2　不同代码注释生成方法在 JCSD和 PCSD数据集上的有效性 (%)
 

类型 比较方法
JCSD PCSD

BLEU ROUGE-L METEOR BLEU ROUGE-L METEOR

基于信息检索
词法检索 46.13 53.65 29.07 35.45 46.10 20.82
语义检索 47.18 55.27 30.12 35.72 47.48 21.61

基于深度学习

SiT 45.17 55.21 26.83 36.53 49.93 21.80
Script 46.01 55.97 27.67 36.63 49.96 21.93

AST-Trans 46.34 53.63 29.28 33.96 40.53 19.90
CodeBERT 44.63 55.94 26.53 36.53 50.82 22.37
CodeT5 48.44 59.74 29.83 39.17 54.27 25.22

Code LLaMA-fewshot 11.99 20.13 9.27 13.77 16.5 11.81
DeepSeek-Coder-fewshot 7.31 17.68 13.43 4.66 12.32 20.66
Qwen-Coder-fewshot 9.61 18.85 21.94 11.10 17.31 18.31

基于
集成

Re2Com 38.20 49.52 23.04 33.73 45.68 19.79
Recons 47.14 56.39 28.67 36.84 49.22 21.96
EditSum 24.54 37.63 12.77 19.92 32.93 10.83
DECOM 46.52 56.84 28.84 36.48 49.68 21.95

Code LLaMA-RAG 26.46 39.77 17.17 28.35 43.75 19.70
DeepSeek-Coder-RAG 11.29 22.21 24.18 7.31 16.19 22.10
Qwen-Coder-RAG 13.20 24.28 27.72 15.52 22.93 24.28

SRBCS 49.25 60.19 31.61 39.26 54.28 25.47
 

第一, 对于 JCSD和 PCSD两个实验数据集, 本文所提出的方法在 BLEU、ROUGE-L 和 METEOR 这 3个性能

指标上均优于基线方法. 从 BLEU 分数看, 对应于基于词法检索的方法、基于语义检索的方法、SiT、Script、
AST-Trans、CodeBERT、CodeT5、Code LLaMA-fewshot、DeepSeek-Coder-fewshot、Qwen-Coder-fewshot、
Re2Com、Recons、EditSum、DECOM、Code LLaMA-RAG、DeepSeek-Coder-RAG 和 Qwen-Coder-RAG,
SRBCS方法在 JCSD数据集上分别提升了 6.77%、4.39%、9.05%、7.05%、6.28%、10.36%、1.67%、310.76%、

569.06%、412.49%、28.92%、4.47%、100.72%、5.87%、86.13%、336.23%和 273.11%; 在 PCSD数据集上分别

提升了 10.75%、9.90%、7.47%、7.18%、15.60%、7.47%、0.23%、185.11%、437.07%、253.69%、16.39%、

6.57%、59.98%、7.63%、38.48%、437.07%和 152.96%. 这些实验结果表明, SRBCS相较于现有代码注释生成方

法可以生成更高质量的代码注释.
第二, 从表 2中还发现, 现有基于集成的方法通常无法很好地利用信息检索技术和深度学习技术在生成代码

注释方面的能力, 基于集成的方法在某些情况下性能甚至差于仅使用信息检索或仅使用深度学习的代码注释生成

方法. 例如, 基于语义检索的方法在 JCSD上的 METEOR 分数为 30.12%, 但最优的基于集成的方法的 METEOR 分

数仅为 28.84% (DECOM方法). 不同于现有基于集成的方法, 我们的方法在所有情况下都实现了优于基于信息检

索的方法和基于深度学习的方法的性能. 这意味着本文方法相较于现有基于集成的方法可以更好地利用并集成信

息检索技术和深度学习技术的优势.
第三, 我们注意到基于代码大模型的代码注释生成方法表现欠佳. 举例来说, 基于少样本提示的 DeepSeek-

Coder-fewshot在 JCSD数据集和 PCSD数据集上仅分别得到 7.31%和 4.66%的 BLEU 分数 (所有基线方法中最

低). 我们猜测其中的原因是特定任务的数据分布与代码大模型的训练数据分布存在不对齐的情况, 导致大语言模

型在生成目标任务中测试代码的注释时具有高不确定性, 从而生成低质量的代码注释. 这一发现说明在面向特定

任务进行代码注释生成时, 相较于直接部署代码大模型, 训练一个任务特定的规模较小的代码模型会更加有效. 尽
管通过信息检索增强的方式可以一定程度缓解代码大模型中的数据分布不对齐情况, 但基于信息检索增强的代码

大模型的性能与其他基线方法相比仍存在一定差距. 以 DeepSeek-Coder-RAG为例, 在 JCSD数据集和 PCSD数据

集上, SRBCS的 BLEU 分数分别比 DeepSeek-Coder-RAG的 BLEU 分数高 336.33%和 437.07%. 这一发现进一步

阐明了相较于将检索结果直接输入深度学习模型进行代码注释生成的方式, 对检索结果和深度学习模型生成结果
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进行重排序可以更有效地利用不同方法优势, 从而生成质量更优的代码注释.
因此, 综合而言, SRBCS相对于现有代码注释生成方法有较大优势, 并具有更好的实践价值.
RQ2: SRBCS是否能够有效对基于信息检索的方法和基于深度学习的方法进行集成?
该研究问题旨在回答使用 SRBCS对基于信息检索的方法和基于深度学习的方法进行集成是否能够实现优于

单独使用这两种方法时的性能. 为了验证这个问题的结果, 将 SRBCS与基于词法检索的方法、基于语义检索的方

法以及基于 CodeT5的方法进行了对比实验. 实验的结果见表 3.
  

表 3　SRBCS与基于信息检索的方法和基于深度学习的方法的性能比较 (%)
 

比较方法
JCSD PCSD

BLEU ROUGE-L METEOR BLEU ROUGE-L METEOR
词法检索 46.13 53.65 29.07 35.45 46.10 20.82
语义检索 47.18 55.27 30.12 35.72 47.48 21.61
CodeT5 48.44 59.74 29.83 39.17 54.27 25.22
SRBCS 49.25 60.19 31.61 39.26 54.28 25.47

 

从表 3的实验结果可以看出, SRBCS在 JCSD和 PCSD两个数据集上所取得的 BLEU 分数、ROUGE-L 分数

和 METEOR 分数均优于基于词法检索的方法、基于语义检索的方法和基于 CodeT5的方法. 以 METEOR 分数为

例, 在 JSCD 数据集上, SRBCS 对应的 METEOR 分数比基于词法检索的方法、基于语义检索的方法和基于

CodeT5的方法分别高 8.73%、4.95%和 5.97%; 在 PCSD数据集上, SRBCS对应的 METEOR 分数比基于词法检

索的方法、基于语义检索的方法和基于 CodeT5 的方法分别高 22.33%、17.86% 和 1.00%. 这一实验结果表明

SRBCS可以有效集成不同代码注释生成方法的优势, 实现更高质量的代码注释生成.
此外, 从表 3的实验结果中注意到: 在 PCSD数据集上, SRBCS相较于基于 CodeT5的方法的提升相对较小.

我们推测这是由基于信息检索的两类方法在 PCSD数据集上较弱的性能所导致的. 在 PCSD数据集上, 基于词法

检索的方法的 BLEU 分数、ROUGE-L 分数和 METEOR 分数分别比基于 CodeT5 的方法低 3.72%, 8.17% 和

4.40%; 而基于语义检索的方法的 BLEU 分数、ROUGE-L 分数和 METEOR 分数则分别比基于 CodeT5的方法低

3.45%, 6.79%和 3.61%. 这意味着基于信息检索的方法所生成的代码注释很难对语义重排序过程产生影响, 换言

之语义重排序模型主要被基于 CodeT5的方法所生成的代码注释主导. 然而尽管如此, SRBCS依然从基于信息检

索的方法所生成的代码注释中选择出了有用的注释对基于 CodeT5的方法生成的潜在低质注释进行了替换, 使得

SRBCS实现了优于基于 CodeT5的方法的性能.
综上, SRBCS可以有效发挥基于信息检索的代码注释生成方法和基于深度学习的代码注释生成方法各自在

代码注释生成任务上的优势, 并有效对这些方法进行集成, 从而实现更高质量的代码注释生成.
RQ3: SRBCS生成的代码注释对于开发人员而言是否更为有效?
在 RQ2 中, 我们通过 BLEU、ROUGE-L 和 METEOR 这 3 个性能指标证明了 SRBCS 的有效性. 在本研究问

题中, 将进一步通过用户调研的方式对 SRBCS的有效性进行更深入的研究. 具体而言, 我们在置信水平为 99%且

置信区间为 5% 的条件下对 JCSD 数据集和 PCSD 数据集进行采样, 得到 648 个样本用于用户调研. 对于这 648
个样本, 分别使用 SRBCS和各基线方法生成代码的注释. 然后, 基于所生成代码注释为每个样本构建了 18个问题

对, 每个问题对均由代码片段和各方法生成的注释组成. 随后, 我们将所有问题对分发给 4位受访者 (2位计算机

专业的博士生和 2 位企业工程师). 对于每个问题对, 受访者将依据李克特 5 分量表给出他们对规则“代码注释可

以准确描述代码片段功能”的认同度 (1分表示强烈不同意, 5分表示强烈同意). 为了保证客观的评估, 受访者将不

被告知各问题对中的注释是由何种方法所生成. 需要说明的是, SRBCS 对 3 种方法 (词法检索、语义检索和

CodeT5)所生成代码注释进行重排序得到输出结果, 因此其所生成代码注释与这 3种方法生成的代码注释存在重

复. 为了消除重复问题对给用户调研结果的干扰, 对于具有相同代码注释的问题对, 仅保留其中一个用于用户调

研, 其余问题对则赋予相同的调研评分. 具体来说, 约有 8.26%的问题对为重复问题对, 从而被去除.
图 5展示了各方法所生成代码注释的平均得分, 图中 x 轴表示各个受访者, y 轴表示各方法生成代码注释的平

均得分. 从图中可以看出, 4位受访者一致认为 SRBCS所生成的代码注释可以更准确地反映代码片段功能, 这进
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一步突显了 SRBCS在代码注释生成方面的有效性. 同时, 还注意到受访者对代码注释的评分与 METEOR 呈现高

相关性. 一般而言, METEOR 得分越高的方法, 其在用户调研中的评分越高. 这一发现与先前研究中的发现一致 [48].
  

5

4

3

2

1

0

平
均
分
数

受访者 A 受访者 B 受访者 C 受访者 D

词法检索
语义检索
SiT
Script
AST-Trans
CodeBERT
CodeT5
Code LLaMA-fewshot
DeepSeek-Coder-fewshot
Qwen-Coder-fewshot
Re2Com
Recons
EditSum
DECOM
Code LLaMA-RAG
DeepSeek-Coder-RAG
Qwen-Coder-RAG
SRBCS

图 5　对于各方法所生成的代码注释的用户评估
 

此外, 我们还进一步对 SRBCS的重排序过程进行了分析, 以观察基于检索的方法和基于深度学习的方法分别

在何种情况下会具有更高的有效性. 我们发现, 当代码与其检索代码之间的词级相似度越高时, 基于检索的方法所

生成的注释被选择的概率越高, 特别对于那些存在克隆现象的代码而言. 图 6给出了该情况的一个例子. 在该例子

中, 基于词法检索的方法成功从训练数据集中检索到了与测试代码具有相同功能但不同变量名的训练代码, 从而

生成了一段与真实注释完全一致的代码注释; 而在该情况下, 基于深度学习的方法则无法有效预测代码运行环境.
同时, 还注意到基于深度学习的方法在生成长代码注释方面存在挑战, 而基于检索的方法由于直接从训练数据中

检索相关代码注释可以更好进行长代码注释生成. 因此在面对长代码注释时, 基于检索的方法所生成注释同样具

有较高概率被重排序在更优位置. 与之相反, 当训练数据中无法检索到高词级相似的训练代码时, 基于检索的方法

无法得到相似代码, 从而导致其选择不恰当的代码注释作为测试代码的注释. 而基于深度学习的方法由于经过大

量数据训练, 其可以更好地捕捉代码中深层次语义信息用于代码注释生成, 从而得到质量更优的代码注释.
  

# 真实注释: avoid extraneous whitespace in the following situations: - more than one space around an 

assignment operator to align it with another .

def whitespace_around_operator ( logical_line ) : 
for match in OPERATOR_REGEX . finditer ( logical_line ) : 

(before, after) = match. groups ( ) 
if (_STR in before) : 

(yield (match.start ( _NUM ) , _STR ) ) 
elif (len ( before ) > _NUM ) : 

( yield ( match.start (_NUM) , _STR ) ) 
if ( _STR in after ) : 

(yield (match.start ( _NUM ) , _STR ) ) 
elif (len ( after ) > _NUM ) : 

(yield ( match.start ( _NUM ) , _STR ) )",

# 基于词法检索的方法生成的标签: avoid extraneous whitespace in the following situations: - more than one 

space around an assignment operator to align it with another

def whitespace_around_operator(logical_line):
for match in OPERATOR_REGEX.finditer(logical_line):

(before, after) = match.groups()
if (' DCTB ' in before):

(yield (match.start(1), 'E223\ttab\tbefore\toperator'))
elif (len(before) > 1):

(yield (match.start(1), 'E221\tmultiple\tspaces\tbefore\toperator'))
if (' DCTB ' in after):

(yield (match.start(2), 'E224\ttab\tafter\toperator'))
elif (len(after) > 1):

(yield (match.start(2), 'E222\tmultiple\tspaces\tafter\toperator'))

# CodeT5生成的标签: avoid extraneous whitespace in the following situations: - immediately inside parentheses

图 6　基于检索的方法所生成代码注释被选择
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RQ4: SRBCS在不同的基于深度学习的方法上的有效性?
该研究问题旨在评估 SRBCS 的泛化性, 即 SRBCS 能否将不同基于深度学习的方法与基于信息检索的方法

进行集成. 为了回答该问题, 我们保持 SRBCS中的基于检索的方法不变, 而将基于 CodeT5的代码注释生成分别

替换为基于 SiT的代码注释生成、Code LLaMA-fewshot、DeepSeek-Coder-fewshot和 Qwen-Coder-fewshot, 并评

估 SRBCS能否实现相较于单独使用各方法时更优的性能. 实验结果见表 4.
 
 

表 4　SRBCS考虑不同基于深度学习的方法时的有效性 (%)
 

比较方法
JCSD PCSD

BLEU ROUGE-L METEOR BLEU ROUGE-L METEOR
词法检索 46.13 53.65 29.07 35.45 46.10 20.82
语义检索 47.18 55.27 30.12 35.72 47.48 21.61

SiT 45.17 55.21 26.83 36.53 49.93 21.80
SRBCS with SiT 47.79 57.45 30.31 37.32 50.84 23.04

Code LLaMA-fewshot 11.99 20.13 9.27 13.77 16.5 11.81
SRBCS with Code LLaMA-fewshot 48.20 58.02 32.38 36.84 48.87 22.67

DeepSeek-Coder-fewshot 7.31 17.68 13.43 4.66 12.32 20.66
SRBCS with DeepSeek-Coder-fewshot 47.78 59.41 33.69 36.64 47.53 23.56

Qwen-Coder-fewshot 9.61 18.85 21.94 11.10 17.31 18.31
SRBCS with Qwen-Coder-fewshot 48.07 59.86 33.24 35.88 48.63 22.41

 

从实验结果可以看出, SRBCS可以有效对不同基于深度学习的方法进行集成. 具体而言, 考虑基于 SiT的方

法时, SRBCS在 JSCD数据集和 PCSD数据集上的 METEOR 分数比基于 SiT的方法分别高 12.97%和 9.00%; 考
虑 Code LLaMA-fewshot时, SRBCS在 JSCD数据集和 PCSD数据集上的 METEOR 分数比 Code LLaMA-fewshot
分别高 249.30% 和 91.96%; 考虑 DeepSeek-Coder-fewshot 时, SRBCS 在 JSCD 数据集和 PCSD 数据集上的

METEOR 分数比 DeepSeek-Coder-fewshot 分别高 150.86% 和 14.04%; 考虑 Qwen-Coder-fewshot 时, SRBCS 在

JSCD数据集和 PCSD数据集上的 METEOR 分数比 Qwen-Coder-fewshot分别高 51.50%和 22.39%. 这些实验结果

阐明了 SRBCS的泛化性, 对于不同类型的基于深度学习的代码注释生成方法, SRBCS均可有效将其与基于检索

的代码注释生成方法进行集成, 实现更优的代码注释生成.
RQ5: SRBCS中语义重排序模型在不同配置下的有效性?
该研究问题旨在探索不同训练配置对 SRBCS中重排序模型有效性的影响. 为此, 我们进行以下消融实验.
RQ5.1: 对重排序模型微调的必要性.

我们首先评估使用基于多维度正负样本对构造方法的对比学习对语义重排序模型进行微调的必要性. 具体而

言, 将使用经过微调的语义重排序模型的 SRBCS和使用未经微调的语义重排序模型的 SRBCS进行了比较. 两种

方法的性能比较结果见表 5. 从实验结果可以看出, 使用未经微调的语义重排序模型的 SRBCS的性能在两个数据

集上均出现了一定比例的下降. 例如, 在 JCSD数据集上, 使用未经微调的语义重排序模型的 SRBCS的 BLEU 分

数比使用经过微调的语义重排序模型的 SRBCS低 0.55%; 而在 PCSD数据集上, 这一分数低 0.42%. 这一实验结

果表明, 经过基于多维度正负样本对构造方法的对比学习微调后的语义重排序模型可以更好地对基于信息检索的

方法和基于深度学习的方法所生成的代码注释进行排序, 从而生成质量更高的代码注释. 此外, 结合表 2和表 5还

发现使用未经微调的语义重排序模型的 SRBCS的性能在 PCSD数据集上的性能甚至差于仅使用 CodeT5的方法

的性能. 具体而言, 基于 CodeT5的方法在 PCSD上的 BLEU 分数为 39.17%, ROUGE-L 分数为 54.27%, METEOR

分数为 25.22%, 而使用未经微调的语义重排序模型的 SRBCS的 BLEU 分数为 38.84%, ROUGE-L 分数为 53.67%,

METEOR 分数为 24.95%. 上述实验结果阐明了对语义重排序模型进行微调的必要性, 通过基于多维度正负样本对

构造方法的对比学习对语义重排序模型进行微调可以更好地对代码注释进行排序, 从而实现对基于信息检索的方

法和基于深度学习的方法更好的集成效果.
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表 5　经过微调的语义重排序模型和未经微调的语义重排序模型的有效性比较 (%)
 

比较方法
JCSD PCSD

BLEU ROUGE-L METEOR BLEU ROUGE-L METEOR
SRBCS 49.25 60.19 31.61 39.26 54.28 25.47

SRBCS (w/o FT) 48.70 59.54 31.09 38.84 53.67 24.95
 

RQ5.2: 构建重排序模型训练数据集时不同采样量的影响.
该研究问题旨在评估不同采样量下构建的训练数据集对语义重排序模型的影响. 我们分别将采样量设置为 1,

3, 5, 7, 10 和 20 (词法检索、语义检索和随机采样检索的采样量保持一致) 来构建不同的训练数据集用于语义重

排序模型训练. 此外, 由于高昂的训练成本, 我们主要考虑 PCSD数据集. 图 7展示了使用不同采样量构建的数据

集训练的语义重排序模型在排序代码注释时的有效性. 从图中可以看出, 语义重排序模型在 3个性能指标上呈现

出相似的趋势, 即初始时语义重排序模型的性能随着采样量的增加而获得提升, 但随着采样样本数量增大到 5时,
语义重排序模型性能将趋于稳定. 这是因为对比学习更多的是依赖样本间相互关系, 而非样本的绝对数量, 当采样

量较小时, 由于缺乏足够的负样本, 语义重排序模型难以充分学习注释间差异性, 因此模型性能受限. 但当采样量

达到基本数量时, 语义重排序模型即可充分捕捉数据间关系, 额外样本所提供信息将存在冗余, 对模型性能有较小

影响. 综上, SRBCS中所使用的默认值 5是一个合适的选择.
RQ5.3: 构建重排序模型训练数据集时不同检索方法的影响.
最后, 我们评估不同检索方法对于语义重排序模型训练数据集质量的影响. 具体而言, 分别禁用词法检索、语

义检索和随机采样检索来构建训练数据集用于语义重排序模型训练. 与 RQ5.2类似, 主要考虑 PCSD数据集以保

证实验成本在可接受范围内. 表 6 展示了禁用不同检索方法构造的训练数据集产生的语义重排序模型的有效性.
从实验结果可以看出, 禁用任一检索方法均将导致训练数据集质量下降, 从而影响语义重排序模型的有效性. 而对

于不同检索方法, 从实验结果中可以看出, 禁用随机检索的方法对语义重排序模型的影响大于禁用其他两种方法,
这是因为随机检索提供的负样本数据具有更好的多样性, 从而帮助语义重排序模型更好去除语义无关的代码注

释. 综上, 综合使用词法检索、语义检索和随机采样检索可以更好构造用于语义重排序模型的训练数据集, 实现更

优的语义重排序模型训练.

 4   讨　论

未来研究工作: 尽管 SRBCS 在代码注释生成任务上展现出了出色的性能, 但在未来的研究工作中我们认为

仍可从以下几个方面对 SRBCS进行进一步提升. 首先, 在当前版本的 SRBCS中, 我们主要考虑 Hugging Face提
供的 BAAI/base-reranker-large模型作为语义重排序模型. 在未来研究工作中, 计划对更多的重排序模型有效性进

行评估. 其次, 在算法 1中, 顺序地使用不同代码注释生成方法来生成候选代码注释, 这在实际部署中可能存在效

率欠佳的问题. 但我们可以很自然地对不同代码注释生成方法进行并发处理, 以提升 SRBCS的运行效率. 最后, 在
本文中主要关注函数级的代码注释生成任务, 但 SRBCS不仅局限于此. 其使用语义重排序模型对不同方法所生成

 

表 6　禁用不同检索方法时语义重排序模型在 PCSD
数据集上的有效性 (%)

 

比较方法 BLEU ROUGE-L METEOR
SRBCS 39.26 54.28 25.47

w/o 词法检索 36.77 44.29 22.48
w/o 语义检索 36.24 43.87 22.45

w/o 随机采样检索 32.43 37.75 17.73
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图 7    不同采样量下语义重排序模型的有效性
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内容进行排序筛选的思想可以扩展到文件级、包级和项目级的注释生成. 同时, 这种思想也可以被用于一些其他

的软件工程任务. 比如, 可以将 SRBCS的思想用于代码补丁生成, 通过语义重排序模型对不同补丁生成方法所生

成的补丁进行排序选择, 实现对不同补丁生成方法的集成, 从而提升代码补丁生成的质量.
有效性威胁: 本文工作的内部有效性威胁主要来自以下 3个方面: (1) SRBCS和各基线方法的实现正确性. 为

了缓解这一威胁, 我们使用成熟的第三方库对 SRBCS 进行实现. 而对于各基线方法, 则直接使用其开源实现. 同
时, 还仔细检查了各方法的源代码和实验脚本. (2)实验中基线代码大模型所使用提示词的有效性. 为了缓解这一

威胁, 主要基于已被现有工作 [47]证实有效性的提示词来设计实验中代码大模型所使用的提示词. 我们计划在未来

研究中对不同提示词下代码大模型代码注释生成能力进行探索. (3)实验数据集在大模型上的潜在数据泄露. 为了

缓解这一威胁, 在实验中对 SiT这一从零开始训练的方法进行了考虑, 并严格划分了训练集、验证集和测试集. 实
验结果表明, 通过 SRBCS 将基于 SiT 的方法和基于检索的方法进行集成后, 所生成代码注释质量得到了明显提

高. 此外, 对于 CodeBERT、CodeT5、Code LLaMA、DeepSeek和 Qwen等大模型, 尽管其可能存在数据泄露, 但
SRBCS仍实现了相较于单独使用大模型进行代码注释更优的性能, 这进一步证明了 SRBCS的有效性. 本文工作

的外部威胁主要来自实验中的实验对象. 为了缓解这一威胁, 在两个被现有研究所广泛采用的数据集上进行了实

验评估, 这两个数据集涵盖了 Java和 Python两个当前较为流行的编程语言. 同时, 还将 SRBCS与 14种基线方法

进行了比较, 全面评估了 SRBCS 的有效性. 在未来研究工作中, 将在更多数据集和性能指标上检验 SRBCS 的有

效性. 本文工作的结构有效性威胁主要来自实验所用的评价指标. 为了缓解这一威胁, 在本文实验中考虑了 3种被

现有工作 [16,31]所广泛使用的性能指标, 即 BLEU、ROUGE-L 和 METEOR.

 5   相关工作

在本节中, 详细介绍和讨论了 3类与本文所提出的代码注释自动生成方法 SRBCS相关的工作: (1)基于信息

检索的代码注释生成; (2)基于深度学习的代码注释生成; (3)基于集成的代码注释生成.
基于信息检索的代码注释方法通过从代码数据库中检索与目标代码相似的源代码, 利用检索得到的代码的注

释来为目标代码生成注释. 根据所使用的相似度度量方法不同, 现有基于信息检索的代码注释生成方法可以分为

基于文本相似度的方法和基于语义相似度的方法. 基于文本相似度的方法大多通过评分函数 BM25在 token粒度

上对代码间相似度进行度量并利用搜索引擎 Lucene2检索相似代码. 然而, 在构建检索索引时, 不同方法所使用的

信息会有所差别. 例如, Zhang等人 [14]提出使用抽象语法树来构建索引, 而Wei等人 [13]则仅使用源代码中的 alpha
tokens来构建索引. 不同于基于文本相似度的方法, 基于语义的方法通过深度神经网络模型来将源代码进行编码

以捕捉源代码中更深层次的程序语义, 随后基于编码后的特征向量对代码间相似度进行度量. 举例来说, Zhang
等人 [14]训练了一个基于循环神经网络的序列到序列转换模型来将源代码嵌入到一个隐空间中, 并利用隐空间中

向量的余弦相似度来度量代码间相似度实现代码检索.
基于深度学习的代码注释生成方法将代码注释生成任务建模为神经机器翻译问题 (即, 如何将源代码翻译为

自然语言描述的注释), 利用深度神经网络模型来将源代码转换为注释. 根据构建深度神经网络模型方式的不同,
现有基于深度学习的代码注释方法可以分为从零开始进行模型训练的方法和基于迁移学习的方法. 从零开始进行

模型训练的方法通常利用不同的源代码信息对一个完全初始化的深度神经网络模型进行训练, 以构建代码注释生

成模型. 例如, AST-AttendGRU[9]、Code2Seq[49]和 Graph2Seq[50]分别通过线性化、路径分解和图神经网络来提取

源代码所对应的抽象语法树中的信息来进行模型构建; AST-Trans[42]主要利用抽象语法树中节点间关系来构建深

度神经网络模型; SiT[40]在构建代码注释生成模型时则更多地关注数据流和控制流等图信息. 近年来, 伴随着大规

模预训练基础模型的成功, 基于迁移学习的方法受到了广泛关注. 这种方法通过在目标数据集上对诸如 Code-
BERT[43]、PLBART[51]和 CodeT5[33]等代码大模型进行微调来实现目标数据集上的代码注释生成.

基于集成的代码注释生成方法将信息检索技术集成到基于深度学习的代码注释生成方法, 利用信息检索得到

的相似代码片段及其相应注释来辅助深度神经网络模型进行代码注释生成. 在信息检索方面, Zhang 等人 [14]、
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Wei等人 [13]和 Liu等人 [28]使用 Lucene和 BM25算法相结合的检索方式从代码数据库中检索相似代码, 而 Liu等
人 [28]则使用基于向量的密集通道检索模型来搜索相似代码. 在利用检索到的相似代码方面, 前述方法直接将检索

到的相似代码和注释编码到深度神经网络模型中, 而 Li等人 [15]则是通过一种检索-编辑方式来重用原型摘要中的

模式词汇.
尽管上述代码注释生成方法取得了一定效果, 但是基于信息检索的方法无法有效应对结构复杂的代码, 基于

深度学习的方法则在长注释场景下性能欠佳 [16]. 基于集成的方法对信息检索技术和深度学习技术进行了一定结

合, 但现有基于集成的方法仍主要依赖于深度神经网络模型进行代码注释生成. 此外, 为了集成信息检索技术, 现
有基于集成的方法往往还需要设计特定的模型结构或模型训练方式, 一定程度上限制了这些方法的可扩展性. 不
同于现有方法, 我们所提出的代码注释生成方法 SRBCS通过语义重排序模型对不同方法所生成的代码注释进行

排序选择, 实现对不同方法的集成. 这种集成方式可以更好地发挥不同方法在生成代码注释方面的优势, 从而更好

地进行代码注释生成.

 6   总　结

代码注释生成方法尝试自动化地为源代码生成注释, 这类方法在软件开发和维护过程中具有重要意义. 本文

提出了一种基于语义重排序的代码注释生成方法 SRBCS. 针对现有基于集成的代码注释生成方法, 并不能很好地

利用信息检索技术和深度学习技术在代码注释生成方面能力的问题, 本文从信息检索的视角而非传统的深度学习

视角重新审视了两种技术的集成策略, 并提出通过语义重排序模型对不同方法所生成注释进行排序选择的方式来

实现对不同方法的集成. 大规模的实验评估验证了本文所提出的代码注释生成方法可以有效对不同代码注释生成

方法进行集成, 实现了优于现有 14种代码注释生成方法的性能.
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