RAE2EHR ISSN 1000-9825, CODEN RUXUEW E-mail: jos@iscas.ac.cn

[doi: 10.13328/j.cnki.jos.007462] [CSTR: 32375.14.jos.007462] http://www.jos.org.cn
O A B S BT RSB Tel: +86-10-62562563

Ad = . - *
ETHENIAZRBNRERIRAREN
#2E, A A, MERS REz| HRE RAR
N PORAE KB SRR, K 401331)

(R EREER HEE AT, 465 100190)

J(MIRIE T KGRI BRIV E SR AR SR, 4R BRI 518055)
JE(EVE#: XU, E-mail: liu.chao@cqu.edu.cn

-

D0
i

& AKETAHER (large language model, LLM) 2 35 & a9 84+ A28 F (4= Copilot), 464 . E R AL i A
HE A8 LLM 893t B Ao it E R K. A3 E5E MR A4 LLM 895 it 5. 4. REF K =
AR A R A R A e K A4 LLM K. 4042 &8 (knowledge distillation, KD) # K, ks 54k LLM (A 42R)
B AR AR S e K AS LLM (BITAEAD) 69 A oA, TS A At AR K. A 95 B8 AR IR AT 76 49 KD
AR A F Kullback-Leibler (KL) #EMR K F2k, H & 5% B 2 2 /ZFAEE G A R £ F-FEAHERK, (2
A AN VA 3] FORAEAL 64 KA Rk, UGB, F 4 AR Rm KL #UE 3K &30 (RKL) R IZ A4 R o5 R 3K
895 3 B AR K, RKL A SBESH RIRALF D P, 5§ KL BER X B L LAME; 3T — 8048, K
IFAEAL A R AR, FECFAARR F 5 MR £ R —H I 402 E A% (adaptive knowledge distillation, AKD) 7
ik, i 1% prompt #2AFIFALR 69 & R F, ML B E IR S AREF A FFEA R GERSH ERBE
JLREEF R AR, ARFABDEI ZMERRFALRBER R EEFZ IR, LT AKD 5%, 414
StarCoder-1B/7B (3 4 /3 )FAEA!) = CodeAlpaca k4%, I %4 T 22 AR A s KAERY | SR A5 AR AD A R, KAE R 64
AR R B A AL 0 R E R, Rl R R, SR A R KA MLAE IS K 85.7%, £ HumanEval /= MBPP
HAELE b AL SR T H 49 prompt 7T AR S TR 49 RAD A RRF, R 4R 3 A AR K 6% 69-F ¥ AR
X; AKD 7 k)| a9 AR R S HFAE A (StarCoder-7B) #9-F 39 AR K A 17.14%, BUR 46 5 A AER T 51K 30.6%;
AKD 7 ik % 69 R AR AT % 49 KD A= RKD 7 ik 6945 LR X - ¥ 4K 19.9%; X THEE R HF KL, KD Fe
RKD 7 i%E % 54.7 GB, 7o AKD 7 %4238 4n 3 GB. % T 40418 77 @, AKD 7 ik AT & ) 488 18] 38 A 30%; 4845
Z, BP4% KD F= RKD 75 i) 45 2 A8 F) B K, #1169 -F ¥ RORAIR A 3%, 481 AKD 7 51K 16.9%. B b, AKD 7 &
3 44 9)| 4 AR RABAF 69, suol, ¥ AKD 7 ik & A 5| CodeLlama #» CodeGen % ) 42%!, AB4X AT % 49 KD A RKD
Tr iR G AR R T3 TR 19.2%, SR8 T AKD F ik 69324068

KR AR A AR KBS AR 4nin R4

hEES S TP311

Hoc s AR R BRE E, KB, PNV, TRt T, WERE, SRt 2T B E NN IR AU R AR R A AR http/www.
jos.org.cn/1000-9825/7462.htm

H3C 5| %30 Shu SF, Liu C, Sun YZ, Zhang HY, Gao CY, Zhang XH. Adaptive Knowledge Distillation for Lightweight Large Code
Models. Ruan Jian Xue Bao/Journal of Software (in Chinese). http://www.jos.org.cn/1000-9825/7462.htm

« FEEIH: FRARFEEEE (62202074, 62372071); 1 E T L FRFAEE S (2022M710519); F P HARGIH 5 R K& & L 00U S5 H
(CSTB2023TIAD-STX0015, CSTB2022TIAD-KPX0068); = P11 H 3 B (OF) ¥t L /L BB E (2021LY23)
ORI 8] 2024-11-03; A& X [H]: 2025-01-05, 2025-03-03, 2025-04-07; 2K F I [H]: 2025-05-06; jos 7 2% H I 8]: 2025-12-03


mailto:liu.chao@cqu.edu.cn
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
http://www.jos.org.cn/1000-9825/7462.htm
mailto:jos@iscas.ac.cn
https://doi.org/10.13328/j.cnki.jos.007462
https://cstr.cn/32375.14.jos.007462
http://www.jos.org.cn

2 T Ry AT

Adaptive Knowledge Distillation for Lightweight Large Code Models

SHU Shan-Fu', LIU Chao', SUN Yu-Zhong®, ZHANG Hong-Yu', GAO Cui-Yun®, ZHANG Xiao-Hong'

'(School of Big Data & Software Engineering, Chongqing University, Chongqing 401331, China)
*(Institute of Computing Technology, Chinese Academy of Sciences, Beijing 100190, China)
3(School of Computer Science and Technology, Harbin Institute of Technology, Shenzhen 518055, China)

Abstract: Software programming assistants based on large language models (LLMs), such as Copilot, significantly enhance programmer
productivity. However, LLMs have large computing and storage requirements and are difficult to deploy locally. Building a lightweight,
small LLM can meet computing, storage, and deployment requirements, but it leads to a greater accuracy loss in code generation compared
to large LLMs. Knowledge distillation (KD) techniques allow small LLMs (student models) to approximate the output distributions of
large LLMs (teacher models) on target training datasets, thus reducing accuracy loss in code generation. Cutting-edge KD techniques in
artificial intelligence are based on the Kullback-Leibler (KL) divergence loss function, which measures and reduces accuracy loss due to
discrepancies in the output distributions between student and teacher models. However, student models struggle to learn in the near-zero
distribution regions of teacher models. Consequently, researchers have employed the Reverse KL (RKL) divergence loss function to
address this issue in near-zero distribution regions. This study finds that RKL faces learning challenges in high-probability distribution
regions and complements the KL divergence loss function. For some datasets, low-quality outputs from teacher models lead to poor
learning outcomes for the student models. This study proposes an adaptive knowledge distillation (AKD) method that uses prompts to
enhance teacher model output quality and constructs an adaptive loss function to adjust learning priorities based on the distributional
differences between student and teacher models. This ensures the student model effectively learns in both primary and near-zero probability
regions. Using the AKD method, this study trains a lightweight code generation model based on StarCoder-1B/7B (student/teacher models)
and the CodeAlpaca dataset, evaluating accuracy loss and code quality issues. Experimental results show that the lightweight model size is
reduced by 85.7%. On the HumanEval and MBPP data sets, prompts with clear instructions improve teacher model code generation
quality, reducing the average accuracy loss of the trained student model by 6%. The AKD-trained model’s average accuracy loss compared
to the teacher model (StarCoder-7B) is 17.14%, a 30.6% reduction over the original student model. The AKD-trained model’s accuracy
loss is reduced by an average of 19.9% compared to state-of-the-art KD and RKD methods. Regarding inference memory requirements, the
KD and RKD methods require 54.7 GB, while the AKD method only adds 3 GB. In terms of training time, the AKD method incurs a
30% increase. However, even when the KD and RKD methods are trained for the same duration, their average performance improves by
only 3%, which is 16.9% lower than that of the AKD method. Therefore, the additional training cost of the AKD method is justified.
Moreover, applying the AKD method to the CodeLlama and CodeGen model series reduces accuracy loss by an average of 19.2%
compared to state-of-the-art KD and RKD methods, demonstrating the generalizability of the AKD method.

Key words: code generation; large language model (LLM); knowledge distillation (KD)
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PR A SE AR

(4) ¥ AKD J59%: 3 ) 2 MUY AR _F, 455 CodeLlama #11 CodeGen 51, BilE 7% 52 AL A

AR 1 A GACRS AT KRR R A 55 AR e R BUIR. 5 2 548 A SC ORIR 7 il J e . 55 3 TR
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(0 A2 18 3 A A A2 DACRAIE AR R A 1 4 Jo — BOME RS SOZE BHvE. 56T 7 2114 KL U I KR 2818 D il Rk 2% 46
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R, SINPIFGET R T 50 RN 2R T 5, D G R R Rl IX IR 7 V28 I g /M 2 AR AR RN AR A
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DA ERR TR R AR T M TR RN . FARE S TS b, BT KL BUE . RKL AU 30 2% s 401
RIARZEA8 575 A S SeqKD J7 5 AE HARATUIS 2 s tH— 2 HOA b, Inte 4R 1E 5 A R4S, SeqKD J5 i I ALY
LD T 77.8%-82.98%, BEAIK T 19.23%-21.43% MRS L4025 TEVH AL B A3 rh, 22T KL B I AR 2818
779 PR R R/ T 38.46%-81.82%, FRAK T 2.9%4.8% (HIkS FE 4512, 638 FI K1E 3 BRI AT, 2T RKL B
T P SRR 2R 1 7 92 CUS R R U D T 46.1%-92%, PR T 4.3%—10.45% HIRS k.

FUE IR 28 VB AR T T8 PR RS 1) e 48 0 ek B ST THI IS T S 35 BSOS, AHZ 5V 1 A AR AEAR S A AT 55
FR R S AR AIE. AN [F) 38 A B ARE B R AT &, ARAE AR AT 45 BRAE 4 SR HL & B VR IE R M DA S — B 45
1, AR SCEE SR AR AR R AR AE AT A AT 38 FH 1, X AR AS A AT 55 B R R M F 92 sy 6.

2 MREREENX

ASOR AT A A 55 T B SR A8 0 1) e SO 3 I A 017 TR R e A 2 A R TR ) 2 STl 7, A DR/ D SR 2
BONRLI RIS, FEARACRS A oS FE 452k

ARG A A2 FEAR R S N 1) SR VE 5 HER B OR (prompt), A B B AR ARED F B a8 B ARG S IR Bl K18
BRI EE, A B EOR B2 4R T . R, AR AR T S 8 e K, X v S B i R s, 78 S B 2 v i
B AR RS A5 ()L S (AT A ORRFR S RO 2R BOBE 71 R RT3 T S I A A iR AR A R 1 [ .

FEACRE A AT 55 7, AR 55 271 W 1 (¥ prompt RENE 51 5 SO AR A pl B8 iy i e (0 A, A2 Rl 1 ] I ff 128 B v O
SR AR, AR5 AR AN prompt 235 B0 RUARED AN FE A UYL, e MEREA, B AR TR L i 1(a)
P, BN RSO TCIE A AR R N 2, &1 1(0) U BEAE BIETA A 2. AL, AR 55 37 IR ) prompt 7] LS TH
DRSS 7Y Ay A S R, 8 B0 R f i 1 SRR B vk, 92 AR G 2 SR R A K 2%

SRR
: Below is an instruction that describes a task. Write a response that appropriat !
R R TSI AT A A S AR | | ely completes the request.
| Write a Ruby program to search for a specific item in an array of strings. | | i
| array = ["Apple","Banana","Mango","Orange"] | | Write a Ruby program to search for a specific item in an array of strings.

|
|
A RN 2 |
| array = ["Apple","Banana","Mango","Orange"]
|
|

| Write a Ruby program to search for a specific item in an array of strings.

| array = ["Apple","Banana","Mango","Orange"] iy i H
print("Enter the item to search for: ") m
| tem =inppwegy ) ... . |
"Mango"

| if item in array: : |
| print("Item found") | :
| else: : |
print("Item not found") | def search(array, item) :
| array.each do |element] |

: if element == item |

Write a Ruby progran: find the largest numbe | return element |
array = [1,2,3,4,5,6,7,8,9,10] : :
! |
L |
|

|

|

|

end
S s T o fae W, end
print("The largest number is: ",max(array)) retam "Not Found
) | end
Write find |
array = [1,2,3,4,5,6,7,8,9,10] | array = ["Apple","Banana","Mango","Orange"

print("The smallest number is: ",min(array))
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BRI A AT 55 (KRR BRI, ACSCAE RIIRZE TR AOHESE T, 1 #63& 24 ) prompt BEAR, #4938 4F 55 4% 7 WA 1 1)
prompt LA e FOMRRE R F) A pl AR AR ST BT AR 2 TR SR R R AR, 1 R AR AR D S R [
I, 27 ST BT (R ACRE A RRE 1, A AT B TEE AT B3R (1 v o AR

3 BENMEREEE X

3.1 Prompt £EYX

TEARRDAE AT 55, IR 2SI I 28R AR R FE b B e T 20 B iy e 0 0 . 2% AR A B AR T UM A B i 41t
R HEE 23 2373 S 5 0 AR AR o R 201, R AP DR 20 TGS 2R A L (0 vt P R — S0k 28 G S T B0 R o s P e 4
H AL B & IS EE, 52 25N prompt [FZIA. 584 N 25 B IR BLAR B8 9% 436G 17 1) prompt, 51 5 204
T AR B R R ARAD, B A AR ERVE A AR AR SCI R I 3 MR AR IR | TR, TR EAEAIAR I
{instruction} I 5 4 L 15 2 WA, £ {input} THHE B ERMANE, HATNAEHE, MG EH N AR
prompt, BRI B Py 25 BT 1 RIE T Li 26 A PYIBIAR, R ILAEESN A it T, 51 SR, B 2 kJE
T Chia 25 NIRRT RO LE A= A QRS B R 38 S AN 00 B2 AT 45 (IR B ARRR ), A B R 0 T — 52 A BR
il R J7 0] #EAR 3 KJR T Stanford-Alpaca FUAREAR (https://github.com/tatsu-lab/stanford alpaca), A& ¥ &5 #J 10 154,
WA A5 R AR B B 1% 58 RO AT 55 BN B

1 BRI R H AR
AR ) i EYIEiipaN

AR StarCoder <fim_prefix>{instruction}\n{input}<fim_suffix><fim middle>

Please complete the following Python code without providing any additional tasks such
as testing or explanations.\n{instruction}\n {input}

AR 2 Instruct-Eval

Below is an instruction that describes a task. Write a response that appropriately completes the

15153 i
i Stanford-Alpaca request.### Instruction:\n {instruction } \n### Input: {input } \n### Response:

PRI, 3 S PR AR BT V2 15 A A 2 A IR 2 5 TSR 4 A pf 2 A, T et 53 8 4 Pormapt A4 7T LA e 0
TR PR A O B, o 2 R TR 2 B REORS M ( 25 5. BE 2 AE R B 4R T, L5 UMY 2 [A] A 22 BE AR DA /D,


https://github.com/tatsu-lab/stanford_alpaca
https://github.com/tatsu-lab/stanford_alpaca
https://github.com/tatsu-lab/stanford_alpaca

AFET 5 AT & AR RAB GG ARAD K AR 22 310 7

FERA T FEE R 5.
3.2 KL #UEX RKL 8%

FIRZEIR A0 H AR 2 BLH 5 E’J%&FF FEIR L 2 ST A0S, JEE R 5 R AR AR TR I R R R B2 v 473 5 T 27
KL HORE 7] 508 23 (0 22 50 BEAT A, BESR 2 p > O I, g A UK T 0. X ot 1 28 o B X @ s 18, {8 KL
BIOREAE T B P M L AR AE I AR L E 2 0 A0 22 BE R, KL B 2 3 B0 AR OS2 i 2 /A7 [X
ARG EL R, S B B R. Minka 28 N YRS T KL BUE fiﬁ R RKL HUE B &% %R s
Pk, RIS JFAR AT p AEFEE D0 0 1Y, B2 iR A g FEIXEE Xt 0. X —RpPEAEFT RKL AU AE AL 27
A1 B R A AR R AR I R A L

ARSE XA B ¢ P35 IR logits g zeocher, S8 I BRALZUM AR () logits, AT LS 2 BOUMAE T )
LRI AT, TE SN p (ily<, x). BACIG BIBER 20 A € LU T

teacher T
POy« x) = o GET) (2)

Zi: exp( eacher | T)

Soot, x FRHRER, y, 4R BTGB ¢ 1A PRI FLBRH , y, € frioer zpoer o)y RAGHE SR,
Vo= bV, B ST BRI, > exp(25)T) N — logits {13 HURN. B2y
O T 1 2 WP B 230 S0, 5 BT TR 3.

Kim %5 A W52 G010 KL B & U 117 BUAT 55 L, A SCHosr FARTED I PP 51 2% KL 8%, 5 ST

_ bl POy, x)
Lx1.(p:qe) = = Z,:] P(ylme)log(—qe (y|y<“x)) ©)

Hot, p(x) RO A R INEZR A0, g, (x) AR A R INEZ 210, 0 72 AT IS4
RKL #UE e R

a0 == X i 20222) 4
P ==3 0 x)°g(p(y\y,x) 4

T Lo (prgo)s 5L f (prd) = p(x)log(” G )) 5 (0 B O I, A A RS A 5

P _ pP), 1
}%nop(x)log( ( )) _p}ggol (Qe(x))/P(x)
=~ lim p(x) = ®)

P)—0

(R, 22 A AR 3 DAADL & UM R 28 73 A I, KL BB 2 5 B0 AR A 20 i ity 0T AR R PRI 28 X3, 36
Az A R

BT Legr (P,q0) & L S (P.g0) = qgo(x)10g (go(x) / p(x)), | p(x) A 0 B, f(p.q) 251" co, RKL U Sk
R 26 53 50U A o A 2R (X3, B i i . RKL B3R I e e o, A LA @ AT 5 P 15 3 T
2. BN, Nguyen 25 A 7E ST 5 b FH RKL 5508 SRl /D Y5 RT H AR IR 2R 20 A 2 IR 25 5, 3R i AU 7E
H bk E 32 Ak 7). Czarecki %5 N UHRZE T Ak 2 S AT 0 1] 368 3ok 55 g5 2 AR 330 SRR, 5 B M S90S S s 381 2 A
SRES B AR, MR R T RKL B I amia Re k. [F35, 2 g, (x) #1m 0 B, g, (x)log(ge (x) /p(x)) = 0. Bk, 7E
RKL U8, A AE 25 AR BB AR HME AU, A B AL R 4347 1 32 BEAE 26 1) ) 7
3.3 BIENFIRZEIBIRKEH

TEAS F AR ZE A8 7 1R R R Y SR )5 A o, S A2 T A Akt ST 0TS 28 (¥ i S AR % 4 A RKIL BURE
T —Fh RS REE, B2 5065 A p 7R3 B X3RN 0 B, ‘& 23R A B0 AT ¢ 7EIX B XIS 0. 1% 5 KL #iUEE
TERCAT LG, J5 38 15 0] 3 0f 4347 1) 2 B30 - JEAT A, Bk p KT 0 B, g R AUK T 0. BT 7E I ZRid 72 Hrax i b
SRR 2 IR, SR A R — R R RO A T A BT A Y g A1, BRI A SR T 454 KL B AN RKL



8 BB oo e b g e

HRRE 1 3 B AR ZR T IR,

ATCHR T S N ATIR AR T i, TR AT 2T E NS H B B A T KL U RKL HURZ 922 2T
S gk, TR R R A B AR DX IR T DX L %22 2T e, Sl 4 R A, 38E 4 =) B 0IE A3 R FA Al 22 1)
AL BRI S, 280 B IRYEAE S5 75 RAE I BUR Z IR AR, 22 A A g AR 7R F) i A 22 5 ORI, 38
K RKL B (LR, 36 o 2 A AR T i 25 AR AE SO (AR 5 DX 3, = 20 A 22 S U/, 38K KL 1R
FIBUER, B O AR A TR B e 2 >) S50 ASE 7R ) i 3 93

ARSCAE ] Zecher FRIRAS Ziescker AT A —ALARER IR (BER 0Afi, HE 0T

teacher

z

Eteacher — ‘; (6)
Z Zzetacher
i=1 "
[FIEE, 58 S AR (i HE R 0 AT N g (v, ) FERE SRR
student T
2oy ) = 2D @)

Z‘.V:I exp (Ziltudcnt/T)

fif ] Zgden FRoR AR AR AT B 1 1 logits fBL. ] 2 e FRoRxS Zden AT IR — AL 5 BOE, HoE SR

Eiludcm — \t/ (8)
Zi: 1 Zit'udcm
SRR/ B IEEE WS b 80E, BiERANRAR I B A T
_ B (BX Lrxe (P, gs) + (1= B) X Lcw (P, o))
AKDO.B)= ) on (o)
For, x, RN b FHARMENFER, len (x,) /& x, FEAKSE.
ARSI B AR R B AR 22T S8 0 F1 BIE LS4 B, (45125 B AKD (6,8) /M, X 0 18 I AL 17
/I

(C)]

mHinAKD(G,ﬁ) (10)
g+ = argmginAKD(Gk,ﬁk) (11)

Hr, argmin TR BNE R R AK D6, 8°) 18 B e /MBI 0 8, 3T 0 BB AT
¢+ = 6" —n,-V,AKD#", 5 (12)

b, gy AR, V,AKD,BY) BANIKRELAKDG, B Xt 0 [ HIB6EE, DKtk 0 {858 370 B B2 0800 45 2 B
18, B30 BN B AR A

T B g AR B (0 5L 1) IS, 3B A B To ik 78 43 2 2] BT RS () 73 A RRAGE. A
PRI AN 1] B, AT 5T NIE ML TR, 5t 8 3EAT 20 SORIAE T, B R L AE VI 2o 2 P (R AE G BT 9. A SO0 IF
T340

Reg(B) = /ng'l (~log(e+]8—0.5]x2) —log (e + 1 — |3—0.5]x2)) (13)
Ho, A, R IEMEEREE RIS, e 2 H 4 BUE Y 0.000 1, By (k%0 5008 H) & S 4.
B XT g A SAL T R A
n}jin Ls(0.8) = n}jin (-AKD(0,B)+Reg(B)) (14)

Xt BAEARARI E b 2R £ 8 F 415 2] DL KA AKD (0, 8) Tk, AR SCHE A (15)~(17) 45 IR IS FE.
BAERIRALIT:
B = argmeinﬁﬁ(ek,ﬁ") (15)

Xt BIE R B R EEAT RS, 52 UF A5t



EF 5 AT AE 4t R R IR 2810 9

oL I . 1 . 1 .
_6/; = '_:lﬁKL—[,RKL+/lreg>< —€+|,3f-0~5| XSlgn('Bi_O's)+—e+|1—,8,-—0.5| x sign(1-8;-0.5) (16)
oL
ket 1 k B
=g —p,. —£ 17
B =B - an

Ho, n, 5E AERIS S Z, L) T Loy AREA x, EFE ) KL A1 RKL 82K B4, sign () 245 AL FTLAURIL B 1E
MR/ KL 35725, 3% RKL #3125 B9 5 7 FE 8. W 7E AKD (0,8) 155 B0, BAE R Lrke (p,qe) FIBLE. K g A
EE BT H 0208 T 900 AK D (6,8) T2k BR AL, 1 0 {8 REE 3R15 58 A R TE 4T

g b, AL IS S AR R IER IS R, B 1 s, B2, Wiet BiE NS, B IE NI GEE
Areg B RIEARIREL K. AN ZRE s 22 R BE W LA BN FE AR AT IR, R — Rl B, MR x, &
template /5%, i ] prompt BHR 0 B4R EAT TR, SHAEMIRURIEMAFEAR x, 4 U MR g, MR A Bl 52
M MR p. B3, A AR R L s KL AT RKL, HARYE B & N S 5 g #47 I AUR AN, 15 3 58 1 5k
total_loss. fERFAN/NMILE IS K5, 35T mini_batch_loss FH 2~ A MM S K 0. [N, F 5 1E 4L %
reg_loss, I T HE RS 4 8. BHEM g SEBBRHITE [0, 1] X H . ik ZEIERMAAETY, ik 2 etk
) AR,

BRI N AR ARV

N GEAREE D = (xy)l,, FEBRM r,, 0 NS EL, BT o, HIERNZHB, 6 W1 B 157 323535104 n, M ng,
IENMETRIE A, W e, IAIEMRIREL K
Bt SRR

L. ¥tk €0.000 1, IENMLSREE A, = 0.5, B EIERE k=0, HENZHL=0.1.
2. for k=0, k < K; k++ do
3. B=random.choice(0.1, 0.6)

for mini-batch B C D do

x; = template(x;)

THE A B HH TR g, (i)
THEZUMEBLR iy 1 2 T REZE p (vilx)
kl_loss = Ly (p,q0)

4
5
6. for {x;,y;} € Bdo
7
8
9.
10. tkl_loss = Lk (7,0)

11. total_loss = B-rkl loss+ (1 —2)-kl loss
12. end for

13. mini_batch_loss = % st total loss

14. BB 0 280 0 — 0—15- Vo (mini_batch_loss)

15. reg_loss = A, X (—log(e+[8—0.5]x2)—log(e+1—-|3—-0.5]x2))
16. loss_beta = — mini_batch_loss + reg_loss

17. ¥ B Z4H B — B—15- Vs (loss_beta)

18. 4 g BRHITE [0, 1] XA : B« min(max (8,0), 1)

19. end for

20. end for

21. return m,




10 AR AR wrrrdp xR G )

4 WSS

ASEE B AR R X ARRS A AT 5%, PG T AKD J7 v ARTE AR B A i 8UR . 8 56 B LA Sk R 28 1 07
¥, M AKD D5 B0-A BRI B GRS T AKD J5 A AR AR BRAT 45 P A 5k o 3 A AL
4.1 SCIHUE

CodeAlpaca ¥ #54E B 7RI S48 2 1B E 0 LLM B8 DA sl ARAS. A8 B T 5 1) K38 5 B2 text-davinei-003,
R RIFBUNES, 4555 B AR ES Y (instruction). FA (input) AT H (output), Forh 40% 5
A TNR). AZBEEA) 2 B T AR A 5T 58, 45 SCA CodeAlpaca $4 42 H I EL 1000 s& 54 il
A, BN EERE NI

Xt AR AT 2R, SINPIA FET A AIS AR B SE HumanEval™ J MBPPU LA 2 2E A5 70,

HumanEval: %Al 088 82 — 4> BH OpenAl 3 3 A T VP4l K BE 5 B dn AR AE 10 T i 48 2 8dm 4
£52 164 /> Python i 10 &7, 35 A K45, #A4R T 1) @ 5 2 A0 22 # 1%, HumanEval #04E 824 B A T 2 FhoRs
A1, 41 CodeLlama”, CodeGen™ "1 WizardCoder™®, LLIFA ARG A s F1. & 2(a) FToR, BANERAES 05 5 3
J3: 1) task_id, BEAMESS HIME—FRIR; 2) prompt, — B SCARER], 5 5 KB A B 75 3K 3) entry point, BRI X R,
et AR TS R UK 32 2N 1 84 ; 4) canonical solution, BEYGAR, FEAMT45 PR HEMRE R TT Z; 5) test, WA, A JLA
TR B ek B, T PPl RSB A i i (RS,

SE3ER]

| Write a python function to remove first and last occurrence of a given

from typing import List m
| character from the string. |

def has_close_el b Lisffloat, iieahold: figd=>baols || 23 @ 0= 3z 03| B ET e e e e

" Check if in given list of numbers, are any two numbers closer to each o EEER ! defremove Occ(schy =
ther than 11 fori in range(len(s)): '
- 1 L ieGs[i] = chy: !
given threshod. [ e i+
>>> has_close_elements([1.0, 2.0, 3.0], 0.5) ¢ break
False i for i in range(len(s) - 1,-1,-1):
>>> has_close_elements([1.0, 2.8, 3.0, 4.0, 5.0, 2.0}, 0.3)  EGU)==ch);

s=s[0:i]+s[i+1:]
break

True 1}

" for idx, elem in enumerate(numbers):
task_id for idx2, elem2 in enumerate(numbers):

HumanEval/0 i“d,x 1= idx2:
distance = abs(elem - elem2)

if distance < threshold:
return True

‘author”: 'jt',

'dataset": 'test’

}

def check(candidate):
assert candidate([1.0, 2.0, 3.9, 4.0, 5.0, 2.2], 0.3) == True
assert candidate([1.0, 2.0, 3.9, 4.0, 5.0, 2.2], 0.05) == False

assert candidate([1.0, 2.0, 5.9, 4.0, 5.0], 0.95
assert candidate([1.0, 2.0, 5.9, 4.0, 5.0], 0.8)
assert candidate([1.0, 2 ,4.0, 5.0, 2.0], 0.1) == True
assert candidate([1.1, 3.1,4.1,5.1], 1.0) = True
assert candidate([1.1, 2.2, 3.1, 4.1, 5.1], 0.5) = False

(a) HumanEval 758 1/4MRE AR 5 (b) MBPP H SE AL FEHT 575 72 18
2 HumanEval # 45 MBPP ¥4 442 5T 5 7 & K
MBPP: %54 £ & 75 WAL B Python ARTE A B BE 7. B Google Research HIPAKE 01t B8 974 A~
NI TRRER Gy ok B Tl g R AT 55, e I ZR4E 374 2%, BIELE 500 &, MBPP 4 42 4 (1t 25 B2 1) /L A SCA A,
DA K FH T B AR5 Ty RE TE A 1R (R Ul 491, B A AR AE 55 3 5 3 AN . an il 2(b) Fw, AR AT 45
A5 6 #8471 task_id, BAMESS FIME—FRIR; 2) text, —BOUARTEA), 185 KB A TR 3K, 3) code, MIVEME, BAMTE
2 AR HERGE L TT 225 4) test_list, A JL/N IS A ) BRI A1 22, T 9P R L AR 1 1) AR5 5) test_setup_code/




EF 5 AT AE 4t R R IR 2810 11

B

test_imports, AT FT T FIAREL 5 N 6) challenge _test list, Fi T3 — D4R SR v 5 S 10 58 Bk il 1k it il ik 51) 2%
A% MBPP $45 45 5 36 A AR R F5 48 205 HumanEval $E 4 — 8, A SCx HHE AT A8, e & AR TS50 5w
53 1) task_id, FAMES HIME—HFRIR; 2) prompt, — B SCARIER), 38 5 B AL il i 3K, R gE A 1),
FOMBR L 5 2R 9056 1 IR 0 AR A fiisi 1 5K % StarCoder-7B, CodeLlama-python-7B & CodeGen-6B-
mono, K HEEAME R 5 ik A /N AR AU 2 AE 45 | StarCoder-1B, TinyLlama-1.1B & CodeGen-350M-mono.
4.2 SLIGYRTS R EEEE
421 fHEEARR
LLM 75 ER B4 E M prompt A= B h 68 16 # O ACHS @ 1 By A il 5. S B AR RS 26 i i) v e ek
HumanEval &t T Pass@k 4545, Bl LLM fi# g f4F 55 7 70 . R LLM A2 AR FT T & AR5 AT BLd i i A
BAB, WYCAZATE S . T Pass@k B #7722, A SCAE TR AR A U, 3028 3058 L F

Pass@k:zE[l—( ";C )/( Z )] (18)

Horh, B RORPTAAESS P 2RI n RAESS B o 2 IERRAF AL 5540 ( Z ) KM n MESS IR K MES A

s "0 VM BRI 5 (B0 MES) B K ME SO AR, BRI R HE
SRR Pass@].

SR AKD 7 (R B 25 o1 (047 e, S 2 R M A0 B £ AT
0 8 B R Woen 5 A5V BT A R P RIS 468 555 0 B 5 PP 5 0 P,
AASHIE 2 TR

2 AR AR IR A AR O T b

PEAL A VAL A2 PEA IR
AssertionError TR B — N i passiEf). return 055

PR HAA () R ModelE X 1 — AR EL, (HAR A LRI 2 FR R E

NameError B AR R AN FATART P9 25, T 350D N T
BAARS N AR TN T E A
SyntaxError AT o BT Eﬁi@ﬁ%qjﬂ’ﬂ?[ FEIE AT
o 45 tH T 2 1 R B0 FIA FIBR A1, 53504 58 % 1% Hh AT Syntax Error
Esaadl BRI A AL B A i N R I, 58U ValueError
ValueError H =5 Fraise AT A fraise ARG LEE ot
AEERISH BRI RO AU I 0 P S BRAEAS TE AR B 1L
IndexError A RV 1] 5 510 LA 2R 5
TypeError AFA AR AN 2R G F A
AttributeError A R Y I G A ETE ) @
TimeoutError PAT I AL HAT i B 5 1R [ R
IndentationError AN—E i [ — AR A B o fr 48 3 25 A — B
ModuleNotFoundError T8 s N PR AR AE PEAR B
KeyError AAFAE 1) R BT 0] 7 B AR 1
UnboundLocalError RIAE H) AR TEMRAR 7T 51 = i A &
RecursionError PV buil | BRI AU 2 38 & 1k 2 A
NotImplementedError A ZAf Hraise TR AE Firaise X it LAHR m ok 1
T A AR RS 5 %2 AR ARAS SR, R EE N BT B
AR R ARRE A S 4 A R ARRS AN 58 8, TovZdE N B B
R A AR EY TE AR A B ARAS B 3 3 3

A2 R e B A s P A EL A5

Az 5 B AR hd e R A




12 BB AR R B B )

422 SEIRPAIERE
ACHISZIFREE, CPU N 96 4% Intel(R) Xeon(R) Gold 6342 @ 2.80 GHz, 512 GB ¥ N 1%, GPU A 1 7 80
GB EA7f NVIDIA A800 Tensor Core, £:{E R4 NGiM5 UOS 452544 248 v20, B ZRFIRT 7.8 h.
RS EENT: (1) FRAET/MEER ADAMW ALSH BT S 4L, %5125 0.00001; (2) DIZEHE
ML IROR /N 8, b B s SR AL IR RN A 8; (3) B SR i KRB N K SCAR K By 5125 (4) R ZE T/ bR 10
ADAMW 1AL 23001L B 1H; (5) B EKIFILAELE {0.1, 0.6} Z [A1H%E; (6) BRI ZN 0.01; (7) TEHEAS epoch Y%k
FHUG X g EHHAT S HEE,; (8) g EK A MR MK KA (9) LoRA MRS HINE 3 Fis.

%3 LoRAHSHIKXE

S ZHIE
LoRA &M H iR c_attn
LoRA Rank 8
LoRA AlphafH 32
LoRA DropouttL 0.1

423 HEHETTE

ARSCHEFEULT 4 Fhos AT g,

(1) KD j@it KL 85, % S it 3 B4 i RE A A0 A AT P0G, 24 0B 28 6 e R R 4 A Wk 7 T A
B, 2 A A TR B T2 S 3k b e MR 2R X 3, 3 ol B AR 1) o R

(2) RKDP?: Jiit RKL HIURE i /Mb a7 A 570 5 O] 2 ) HH RS A3 A1 LASRTH AR AR R & B %
SRIEREYE, B BOM R LE S E XSR HER O 0 1, B (R 2 AR AR AR I S X S B T 0.

(3) RKD+PPO (MINILLM)™: 454 RKL HUE AR Z& 18 A58 1k 22 > o1 (1) PPO (proximal policy optimization) 4
%, BEIRI 2818 FORME AR, ST 22 A AL 2 ST R

(4) SeqKD™: i FH HMAR Y £ Bl FO B b 27 A AR TR R AT SR A, 1 2 A P SBAS ZR A 45 1E AT A 1, SRR
18 A= 1 P9 25 4 5 2 AR AR I 25

A Gu 25 A PIHESE, % KD, RKD. SeqKD /% Gu %5 A\ UM i) MIMILLM 1E A% M7 vk, Frf 75
ISR E S PR 8L N T IRAEA IR TR AKD (AR, BT 73T Codealpaca K3 423k
7. Hb, AKD 7775 KD F1 RKD BRI E, BN BiERN 258 FI BB IS INEE 4.2.2 ATk,
4.3 LWt

R AKD HiEAEACID AL BRAT 45 P IR B, S36 45 SUKE [R5 DUR 10 A1) 8.

RQ1: AKD V202 75 /2 D L2 FIiRZE 1R 0 H An R i — MM RE SR 4 (/N S BRI BB, B30 Fl i 41
W SFT J7 ikl 2 A BB R B2 I 47 B 7 V. A 58 I f 43 1T AKD 75755 SFT ik &R, iBilE AKD J7VELE
AR AR BAT: 55 v 1y 00 B

RQ2: AKD 5242 15 LAY I RN 2818 75 V2 B 02 7538 P BB STk, 38 B2t 7 — RV RN 2R I8 T 7. AR5
e L RV S AR 28 9 L B S AR AT 55 7R, IF 5 AKD JriERUR X HE, BIE AKD J7iE e RS A BAE 55 E i1
A R

RQ3: LoRA J7ikRET it — 25327 AKD J5iERIAUR? LoRA $iARTE SFT h BT, (HHAE AKD J5 i RI%L
SRR Z IO, A I S RS LoRA ik A REE it — L3+ AKD J5ik Bt fg, 20 Had i itk K.

RQ4: AKD J5 M T Hofth 7592, BRI R AR B0 AT 2 e iR 28 08 5 1k 7 R A K B VR AT 5 il 4y
Hr AKD J7i A2 75 51 N w5575 5K, WIIE AKD J7vk e ARS A AT 45 o 1 S FH k.

RQS: prompt X AKD J7 iU R8O A 14 52 mm 2 FEARRD AL BT 45, $27~ 17 prompt R fr)3& FH X A58 2 4
FRRHIR ZARE A — E RS, AR 7 8] 3 T A R IR AR AKD 5 5 R B, WATE J7 32 P S FH 1 Stanford-
Alpaca B (1974 R



EF 5 AT AE 4t R R IR 2810 13

RQ6: AKD 75 15 1) 57 = S 2 75 5t I S5 0 SR AT B2 AKD J7 32 IO RCRAR I T 2 5 B 2% ST HEes wh (1) 1 38 I 2
3. IR RBR S HE B AW BT ST g 3 AN TN AKD BCRFIE R, AL SRS R B A
PR,

RQ7: AKD J5 1% 21 SRS 2 2] S H0R AR T 6 58 2802 AKD 757 B IE NARIE S 40 g B JR AT
FE A AR R T AR AL, ASHE 5010 B2 T AS [ 8] 58 240 8 AR IS A R BB I, 315 138 802 ST SR B, A8 AIE
AKD J7 %50 5% 5] SR B IR 0b

RQ8: AKD 77 A sRAR S 5 B2 T2 A 55 il 55 7 0 BT AKD RIEE v 5 VR 7E AR A AR BT 55 I E B P, i
WE AKD J5 VR8s A= i 5 v o = AR S (K B IR 5 M TR IsF, AR AF 7 1) Rt 2 AT 24 1 25 S R R A AR OB 2y e
kg kit — L TSR A .

RQ9: AKD FEFEA RIS AR i B 32 Ab e 1 an{i? AKD J51% L StarCoder JyfURB RSB BL iz, AHF 5T
i B3 E 4 BT AKD J7 VEE LA 3 B2 KA1 CodeLlama 1 CodeGen IR FH 2, W1E AKD J7VE 72 1L RS

RQ10: AKD 75 H A H 95 4 1 932 AL RE 740l ? AKD 7 iEEA RIS AL sl A R BL 7 RAT Mk Re. AW 7L
i BB 7E 1T 18 AKD J7 R 7R HoAth i I 25 803 45 Magicoder ATHE Bk AR (3 %45 45 HumanEval+ b (3% [ A%
44 ZRWERSHH
4.4.1 RQI: AKD J5ikse G % m?

DRHIEIX A 8] R 45 R, A SCK AKD J7riE IR R JR R 22 AR AR 8 T2 48 4 0 S AT RS EAT T % b s,
R 4 fios, A3008 F HumanEval FI MBPP 8 ££ 45 9 PR B o, 3 T84 N Pass@1 (38 ok 22 FAE T T O
FUIAS B 451 25 2R R StarCoder-7B, 22458 StarCoder-1B, Fir, ZOMHLRL K17 514 29.3% A1 32.0%, 2
A 47 HumanEval Pass@1 1 MBPP Pass@1 4> %24 13.4% F1 14.0%. J5 ik B R 20t B 4E HumanEval A1
MBPP ##E4E ERIRE A T T 54.0% 1 56.0%.

F4 ARR TR K AR FEYIZE DT EE HumanEval 5 MBPP 3R 4E L T BEXT EE (%)

Y WARES HumanEval Pass@] i BE R MBPP Pass@1 T E P
StarCoder-7B MR 29.3 — 320 —
AR 13.4 54.0 14.0 56.0
SFT 14.0 522 202 36.9
StarCoder-1B SFT_LoRA 16.4 44.0 25.8 19.4
AKD 20.7 29.3 30.4 5.0

A SN R AR AR 3EAT SFT (supervised fine-tuning)™), #188 B 4570 FH wh o 4 000 M B s 4R TS Y 1k o
SFT 3@ & |k 7%, SFT BRBELEIRFERF B AT 5 AR 48 T H AT S8 Lok BT 55 18 Bt

SLBG T A IR SFT ADoK B 1 Gu 25 N PIRIRE 7T, AR SO0 AR RS 78 B0 4 L 30A0F T 7 vk i IE R, 1
FHZ ARG KA T AT I, Forp 5 21308 1E4, SCARINER KK 512, #Es KN 8, AEATHEE Bt 16
CodeAlpaca Z#EAEUIZE 10 4~ epoch. FRALRIHER 2 5 42 0, Joi B Ml A A CRY,

R P IGAUE SFT 7k 8k, AR SO J14iAb SFT SEER S 40 AL /G 1 SFT 231 20N 1E-5, XA K
KRZ 1024, #LE R/ 8, VIZREER 18 5, FEbe 2240 0, & 4 DHHTHHZ Rit. 2T UL ESHOE, SFT RIS
T 18 %, (il 3 Rl % ) B B T RMER . i — PR S it & RN AL, RIRAF T LT
PIHERR 2R, 7T B 52 B B0HE ot i 5 78 55 10 5507 T T BR . SRIS R 3R 4 FoR, RS )5 SFT MM AR BUR, X2
BB AER R IR A A 2] 4%.

et — AR I T AEAE F AR AL SRS RS 5 G BT SFT BIMERE, 453018 LoRAPIR R HHAT MG, #8550%
B 4.2.2 13K 3 Fion, 455KV SFT ZURA FTe T, WAk T g Sl 3008 2ot FsE IR e s k. s8m, R
H LoRA F BT, FARFHIR VIR A IR, HFRAIMORAFE AR R



14 BB AR R B B )

— y=1E4
——— y=1E-5
------ n=5E-5
0 1 1 1 1 1 1 1 |“_|:':-1'~‘—":‘[' isas 4 Led ) 1 1 1 J
01 23 456 78 91011121314 1516 17 18 19 20 21
Pl

3 EAFIEEE T SFT IR S ma b i 25 F

5T SFT J5 1 Jm PR 14 oy /2 22 AR S B MR R I 75 0K, AR SCR iR 2808 5 N 2R 8L, JF B4t AKD U7
W5, BT U ZOMAS R B AT R B T SRR R 4 S5 EIR, AKD J7VETR R I A R IR T 20.7% M0
30.4%, & FEH R 40 5 FA 24.7% F1 51.0%. SL36 45 R, AKD J53% Al DAYECRFFAT IS S B0 /N (¥ [l i, 10 35 B4
RRE FEHLR.

g5 LA, B SFT Sl /NS H0R AL SR AE, SH0R oM RO TG IR, B R EE. M=,
AKD FiEERSEA KRS T HOR/NSEOR A, 7 4 SR ST B S H0R%E, S m B I NS0
B 11.9% BIHERAZE, AHECK S HU R RE FE AR AX 17.2%. R, AKD J7 =2 L E 1.
442 RQ2: AKD J7iE52 15 L B VR B SR8 7 12 B 4 2

IGAE AKD JiETEARAS AR BRAT 55 R I 201k, AR SCK 5 2 i il (0 il 2808 7 2k A7 5 b s i, 45 R
%5 FiR. JREA S A RARZE HumanEval BB LY Pass@1 HERRIZE N 13.4%, K B4R N 54.2%; 7£ MBPP ¥ 4
&, HERRON 14.0%, FEEHIL N 56.3%.

# 5  AKD 755 HAh AR 28487577 HumanEval 5 MBPP #34E_EEIPERERTHE (%)

T J7 HumanEval Pass@]1 i FEA K MBPP Pass@] K PER

StarCoder-7B BT 29.3 — 32.0 —

ey kit 13.4 54.2 14.0 56.3

MINILLM 15.8 46.0 18.8 413

RKD 16.4 44.0 19.4 39.4

StarCoder-1B KD 17.1 417 24.6 23.1

SeqKD 18.3 37.0 26.2 18.0

AKD 20.7 29.3 30.4 5.0

S RKD J5ik)a, HALRS B T TF, 7€ HumanEval fl MBPP 34 45 b 1S BE 4515 23 00 K PR & 44.0% Al
39.4%. KD Jrikt— 0 s TR RE, R AR 40 3 41.7% FH 23.1%. 281, 454 T RKD Il PPO £ R [1)
MINILLM 75 % 3 A BUAS T R, oS BE 45 25 £ HumanEval A MBPP 53845 F 735128 46.0% F1 41.3%, FIA
WEER A RKD 8% KD. X RIERIDAERAT S H, 51N PPO FHA 3R &3 M RESR T

5 KD 1 RKD A%, SeqKD J7i3: /& FE 2k AR A h R LA 1Y), 7F HumanEval F! MBPP #0442 [ 1A% FE 45
Fo3 AR ZE 37% A1 18%. X2 BRI SeqKD 7 v2: I I ZREE ¥ B BOMAR T AR B, 7E I ZRIT 1) %6 H RS A R
T FEMEER, SR KL 8 AT DA A #5 Bh 5% AR AR 2 ) TR [l N 25 T KD 8% RKD 7 iR I ZRET AR TE e =
28 X 3o ey M 236 DX 3P 23 A1, s A A 2R ) 2 ST RO

HHEEZ T, AKD J5 i85 3 1 S AP B, 7€ HumanEval 38 % L H Pass@1 #ETHRIZTHE 20.7%, & E 7
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JPE A 29.3%, BIRLEN) SeqKD VLMK T 7.7% WIkE BEH 2. 76 MBPP #4E4E I, AKD J5 % B HE il 314 2
30.4%, FEFEBR DA 5.0%, B SeqKD AR T 13% RIS EERL, JLTIAR] T 5 UM AL A 24 A7k T

IR SIS 45 R I AKD J7VETEARRE AR B AT 55 A T AR AT VR N iR 2808 5 A R I BE AR I RO, SeiE
T AKD JHETEARIBAE AT 5 B A 2 FI L 35
443 RQ3: LoRA FiERE i — D3 E AKD JiERIER?

NESVE R TS AT LUEIT LoRA $&7F AKD JiiERPERE, 480K LoRA JiE W BB EAT 2818, Horh AKD A& — I
TS 1 HE N SR B ShA T KL R RKL #3192 SIS 1 77 1%, TR R AR AR S8 v, AALPPAG T
AKD [30R, FIET % KD & RKD J7rvE#HAT TS24, DLATH oA Hsgm. sSeie R A W8S BB AR 3 ik E,
S EE RNk 6 iR

# 6 HTF LoRA M4BTI 5 K1IR 248 77 VA 7E HumanEval 5 MBPP (484 - ¥ GEXT LE (%)

LY Ji HumanEval Pass@]1 U EES MBPP Pass@]1 UEEES

StarCoder-7B HmRA 29.3 — 32 —

RO 13.4 54 14 56.3

RKD 16.4 44.0 19.4 39.4

RKD LoRA 159 457 224 30.0

StarCoder-1B KD 17.1 41.7 24.6 23.1

KD LoRA 17.1 417 228 28.8

AKD 20.7 29.3 30.4 5.0

AKD LoRA 17.1 41.7 23.6 26.3

2 RKD LoRA 215/ LoRA FiARHHT RKD, KD LoRA #&7#5 M LoRA HR#HT KD, AKD _LoRA /&
8 H LoRA £ ARi#47 AKD.

HSEER 5 45 41, KD J7VA7E HumanEval £l MBPP (45 5 F RS BE 4025 73 50l R 41.7% F1 23.1%, 454 LoRA
Ji ¥ (KD_LoRA) J&, £ MBPP %48 & b BAE S 48 5 & 28.8%. Eflih, RKD J7#:#£ 5| N LoRA J5
(RKD_LoRA), I RE¥H W ZHETH, AKD J7E#E 5] N LoRA J& (AKD _LoRA), 1A% H BT & R B, X n] G2 KN TE
FRZR TR AR R, ST AL o A MR R A AT AR T 25, SR LoRA JrikEAT AR A0
FECER AR ATy, R E.

25 PRI, Seie gl BRI LoRA J7ik oyt — B4 & AKD J7ikiIzE.
4.4.4 RQ4: AKD J5EAHECT FoAth 752, SEIRIHAE 0I5 Dl an e 2

S, AR T AKD 7155 KD & RKD J7ikfE o1 5 8505 5 AT IR 18] By #E 15 0. i+
MINILLM 734 453547 SFT, SR )5 FE3E47 SR 2848, SeqKD 772 75 Bl UMM AU HE CodeAlpaca HfE 145 4 %
0 A= i O, AR B AT AR 2, XN T VR T RE IR BRI ISR [R]K T At v, R AR SO
%ttt MINILLM % SeqKD.

WiZk 7 fizR, KD 5 RKD J5A7E SHIRTH FEANYIZRT (8] B2, 0VH #E 54737 MB A7, YIZRET[E] 437128 2082 s
F12055 .

7 AKD J5ik HAb AR ZE R T VAR SR RG-S U R A L (o x) bl

VRS GPU i i (MB) WIZRI 8] (s)
KD 54737 2082
RKD 54737 2055

AKD 57809 (16%) 2698 (130%)

AKD 77754 KD 5 RKD, i 5 H 57809 MB A7, (XG0 3G B BAF T4, UIZRIS 18R 2698 s, YIl gk} [A]38
T 30%. B0 ) 2 PR TH RE AR 8] 2 R A AKD 5 ETE I ZRid fE v 75 B R A 155 KL A RKL #3283, H HiEEH B
ENAE B T BN EH. BARXEHAMOTHHE I BT BAARIZRE ] B, (B AKD 75860 53 (R R A4



16 BRAP AR Hrr e B o G w Sl

TR FH AL T O R (A L 12K
B0, ASCHs KD A RKD Tk I ZRBR (K32 i 30%, B S d FTI [8) 5 AKD 53— 5, PR3
SCERRCR, W3 8 R, R4S KD A RKD J5¥EAR [ I 8] A BEE, 5985 AKD J5i5A74E 16.9% HIZEER.

#* 8 MFVIZRIE N AKD 777 5 HAl AR A1 77 7% 4F HumanEval 15 MBPP 484 L 1P REXT EL (%)

T Jiik HumanEval Pass@]1 ILEEES MBPP Pass@|] ILEETES
StarCoder-7B HmAE Y 29.3 - 32.0 —
KD 18.3 (1 1.23) 37.0 24.2 (1 0.2) 24.0
StarCoder-1B RKD 14.0 (1 3.07) 52.0 24.6 (1 5.2) 23.0
AKD 20.7 29.3 30.4 5.0

ZF LATIR, KT HEEL R AT R 6L, KD Fl RKD 457 B 54.7 GB, M AKD A EAE N 3 GB. & T YIZRET (]
JFif, AKD J5 35T i DI 2RI T3 00 30%; AT =, BIA#E KD il RKD 7514 240 FI K, AT TRISF 3 20R A 32
Tt 3%, L AKD J7¥:1% 16.9%. [Rlitk, AKD J5 %38 i il Rl A 2 (B 159,

4.4.5 RQS5: prompt X AKD FiEIIGRBERA A4 5em 2

JHEFEAN [F] prompts i 50T 2 1) A2 BT B2 14 R A B 2 TS 2 1) A R B0 2% AR AR BN R AR A S, AR5
M CodeAlpaca 3455 *F BEHLRAE 200 MEEA, SR A E [ prompt MR 45 & B 48 16 P9 25 AE UM B AL i N,
AR A Ty EH PR 1) SR P SRR 2R RS- 2000, 18 3 B 25 R AN 3E 9 .

%9 NI prompt BB F UM BIELH T HUSH th 7 1 Zei 4

el K SRR AR R TREL PSR K B IR B
bR 1 StarCoder 24 11
LAR2 Instruct-Eval 7 0
i3 Stanford-Alpaca 171 189

{5 FAASEAR 3 BT, TS TG T TR R 0 9] B s DO 2R, P I MR A S AR AR O 171, B35 TR 1 0
B 2; P800 5 R AR B 189, A #BARAR 1| FVBEAR 2, SRBABINT 3 (ALt SE AR . S 3230 T,

e, AR SCR 456 A AR (1) prompt X 5 AR SRS IEAT SR 2808, Se0G 45 sk 10 Fros, (F AR 1 Fist
R 2 NZRA 2= AR E HumanEval 44 LRI —2L, Pass@1 HERIZIIN 20.1%, KRN 31.0%. /£ MBPP
BIRE b, AR Pass@] HEFIZRN 27.6%, FaFEHRN 14%:; WM 2 HOUHETRRIRAR, N 27.2%, FEEEHIK N 15.0%.

10 AN[E prompt BT E1R 2L RECR B FEIH (%)

T J7 i HumanEval Pass@]1 ILEEES MBPP Pass@]1 ILEETES
StarCoder-7B HmAE Y 29.3 - 32.0 -
AR 13.4 54.0 14.0 56.0
iR 1 20.1 31.0 27.6 14.0
StarCoder-7B HiR2 20.1 31.0 272 15.0
R 3 20.7 29.0 30.4 5.0

BEAR 3 LRI 254 iR LE HumanEval B384 1 Pass@1 #EMRZE R 20.7%, K5 EEHR2E A 29.0%, B 1 F1
MR 2 WA 32T, 76 MBPP $d 4 E R IR, Pass@1 HEMR R L F] 30.4%, F&EHRAUN 5.0%.

25 R, SIS B AN (R4 7 1A AR 2 5 A O R 1) A8 F o0 &, 328 T s Tl 2 AR AR (1) R 2 TR AU G
1, SR HH Stanford-Alpaca BARFEAT AR ZETH I 8RB A
4.4.6 RQ6: AKD J7V% )% > SEBE & T 0 I R R R A 5 2

953 HT AKD J5idiH g AE G 1 BE (R 520, ARSI T 3 Fl g (B % o SENE HE T R TE Rl se 30wt 7. seah g R
WIS 11 fros, M1ACK A B & RN ZE08 7 72:, B 1H B2 AT 5 2] 24, (B R FEATHME R, /£ HumanEval #
MBPP %45 b AR 2R 4 18.9% FI 25.2%, BARE R 4A 5 AEMALRE BEA BTt TF, BHsiE A FR.
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F 11 BAHIEHIEIE AT AKD J7 v fRE Y It BE A B2 (%)

LR Jii HumanEval Pass@] IAEZGES MBPP Pass@]1 i FEAR 2
StarCoder-7B HUTiAE R 29.3 — 32 —
AR 13.4 54.2 14.0 56.3
Ml 18.9 354 252 213
StarCoder-1B M2 19.5 334 27.8 13.1
M3 20.7 29.3 30.4 5.0

M2 7E M1 E:fili b B S| N SR R BUE N g E RIS 2] B R, A s (15) A (17) ik, K15 B1E
51 5 B A e KB 2 (0 77 [ AL 1% 35 M87E HumanEval ¥ #ERR IR TFE 19.5%, £ MBPP ik %) 27.8%,
B ML 3RF 2.6%, Tt BA S 2k R BY T ORA R P R

M3 7E M2 il b, ZEF MG OO IE T EE g E R R, DRSS HIIR R 1, B AN R R,
Seab &k LR IR, M3 #E HumanEval _EHERfIR TH 2 20.7%, S~ 3 Fh s s, 78 MBPP ik B 30.4%, K 1 %
2 5.0%. A% M2, M3 7E HumanEval Fl MBPP (354 I ks BE 5 itk — D FER T 4.1% M1 8.1%.

L5 L RTIR, 3T AKD Jiik, S p H I ST HE RS ) AR BN S5 E B AR T, By
AKD J7iE ARG A 2 R A 3 R,
4.4.7 RQT7: AKD J7iERI% 2] 5REE % SIS HOR BT E e 2402

SHEGIE FIE R 5 3] (1 g A RE i 2 2 BRI S8k, A SOt — PR T 1 E g E X B R MR . B IS B
H I 8 s B l, HEVPATTEAR R KL A RKL SUSAUE 44 NSRRI, 30UF AKD J5iki 5.

AR SCHESIG IR FE g NI EME, FELL 0.2 JsRAE RUTEHUR AR Rt AT, SRt 45 Rk 12 fios.

F 12 [HE BN T AKD J7 MR P e B2 (%)

| BlE HumanEval Pass@1 R EEAR R MBPP Pass@1 K BEA R

StarCoder-7B HiAE A 293 - 36.2 -

2R AR A 13.4 54.2 14.0 56.3

0 (KD) 17.1 41.7 24.6 23.1

02 18.9 354 8.2 74.4

0.4 17.1 41.7 18.6 41.9

StarCoder-1B 0.6 18.9 354 16.6 48.1
0.8 18.3 375 11.8 63.1

1 (RKD) 16.4 44.0 19.4 39.4

AKD 20.7 29.3 30.4 5.0

SeaG gk AR, [ € 1 6 M UL AL M BE. 24 8= 0 (I KD 757%) i, #247E HumanEval #1 MBPP [ [¥)
HERAR BN 17.1% F1 24.6%; T =1 (1L JH RKD J7ik) I, #ERRRBEE 16.4% 1 19.4%. BEE B A 0 362 1, hfE
BRTERK Y. KD KM IR0, RKD WA B T 58 TR I 4046, —#H &7 sk, ERE e g AL
FHEI, BRI T VAR

HMIZ R, AKD ki@ HIER 2] g, BT T 2R, 7€ HumanEval H, KRR &% 29.3%, thE & 8=
0.6 fI7721K 6.1%; 7 MBPP H, ¥§ B4 5.0%, B KD 7792:K 18.1%. AKD i#id )75 % KD 5 RKD &, 7&
PR X I AR A KD $THHE FE, (MR 2R X 3£ B RKD $2HUE F{E B, TR FHR AL R B

SbAh, AKD %R T I 5 g [ RBRPE. 40 MBPP H1, 24 8 fk[H) KD (0.2) B RKD (0.8) I, 14 Gy B & T K. 1i ]
I#] A 2 M LI A [R B AR 1, 177 AKD BE AR 508 43 A1 R 3 U R SR, G R8BS, k&, AKD K
SHE & RALHIE A SRS RIS SR I, I0E T Fo BRI Ak

gk LA, [ 8 S50 6 et m AR ZR IR AR, (B AR A AKD 575, AKD 7 ARS8 E & B A= S E R A
PSR LI HUE T B EESER, IEB T AKD 5 iR R BRI R



18 RAFF AR SR g K o e il

4.48 RQ8: AKD J7 i s ARHS i) o & iy 2

AICAE HumanEval A1 MBPP $Ha 88 R4l 1 4% ANRZE 48 7 VA I ARRD A= 5 i, PP A FRAE R FH Wen 25 AP
H1 20 SEACRD AR SRR 2B Y. TR0 3 AR AT Gk AT N VP, X 45 A — SR AT B R 18 U 42 4518 #4r
R H B A R S5 I “TimeoutError”“Indentation Error” 45 A 78 4 SC TN ) SR 2808 5 v v MBI, TR b A kAT
R, SRS RANK 13 Fiw.

® 13 HHFIHZLE T VETE HumanEval 2 MBPP #E4E A= sl ARSI o & T 45 2R
S o

PR PR pn KD RKD SeqkD MINILLM jur AKD
AssertionError TR — AN R 8, T passiBf). return 0% 235 25 29 27 153 108 29
NameError ModelsE 3L 7 —/N ¥, (HREHAEMMAGREHE 31 7 12 21 35 40 11
B AT AR P 25, T 350D N T 26 1 1 2 28 13 1
SyntaxError A ARG ?I FEIE S AT 1 2 1 0 1 1 5
1 2 1) R BRIk B BR 1, 5 30 A e R 4 0 1 0 6 8 0
ValueError ERAGISLEE PN ' 1 0 0 1 0 0 1
BRSO AT ) I B P S B EAS T it 4L 2 3 2 2 2 5 2
IndexError BV 17 540 FE MG 2R 5 3012 11 12 4 0 7
TypeError AN 4T B N F R AR 15 23 27 38 24 17 36
AttributeError Ui )% G A AN AETE B & 1 0o 2 0 2 0 1
UnboundLocalError TEMAB AT 51 =i A & 2 1 1 0 0 0 1
RecursionError PR BB 3 2 1A 28 1R A A 0 6 6 14 3 4 10
NotImplementedError AL raise AR f fOHE 14 0 0 0 0 0 1 0
. - A ARG 55 343 584 571 547 406 467 560
TRV A B ARRS A 58 8 321 80 93 117 258 197 104
R - tt):kE’JMEEE% 92 151 124 161 120 208 186
Az 1 e R B AR 38 T D T LA (%) 26.8 259 217 294 20.6 445 332

MIERE VAl R ARRS IE R B0 KRR, AKD J5iE2E T 186 N IERAEY, BwIas BB 92 N
REIRT, I HHESE BUTEEAL 208 AN, R AKD JiE7ER AR EIE R 1 22 A R A AR S A e

FERR DR IAL A 04 b, o TR Q)i — 22 B 8, (] pass 6] return 0 487, AKD J7ik{0AT 29 MFIR, B2
JEh 2 AT ) 235 NS MM 153 AN KgAK W] AKD J5 9545 5] AR A By 53 RIS 5 i B A B
LS, G T A A ARG 7 A

Xt T “Model & X T —eREL, (HZ RIAS IER 94 5K HT 2 X AR, AKD JHERI RSO 114, /v T KD
f¥] 7 A1 RKD J73% 0 12 N2 [0, S AIKT a2 AR ) 31 A 2 BUMRLARL ) 40 4, Fi R ER AN Z T KD J7ik. i
T AKD J5 {3524 KD Al RKD JiAI BIGER 45 &, IX— 45 R4 G Y, HeR KD A1 RKD (4FAE. BeAb, BT 7%
TRJTVEAR PR G 2 AR AR B R R A W P 5, 0 I R TR 8 U R I R ] I R K 44 IR P 7 T
i) .

FERBEINAAE AT 9 2%, 80D N TS8R |, AKD A 1A, 5RIUERAFH) KD RKD i, R TR
SeA AR 26 A UEW] T AKD J7IRAE A ORA QR 52 BEVERT AT I& AT 14 05 T )4 R0k, RESRTHAE A A o .

AT MR, £ SR IRMEHREM I, AKD J7E R RECA Fr g in. Bhn, Bl AN 24 R A0 58
FAEI- S 2 TypeError, AKD HIFFIRECN 36 A, i T 22 AL 15 A, 78 PR “pR Bk = 3& 1 i 4 R 26 AR 3
B RecursionError L=, Ji#f 2 A B SAT BB R, T HARMIRZRE AL T 3-14 MR, AKD J7iEfH
10 MR, X LB R W, FIRARME ik 2 TR Gk, e st A R x o VA 28 A 5 i A SRR ) =k,

FER B ) P PTG A 28 51 iR v, AKD BIEHRECN 7 4, @ TR BB 3 4, IR T KD AR
12 /MR RKD FIT73 0 11 4. AN S5 A2 Fe A 2807 i I (B, Dt W iR 28080 5] A R 2 Ul k.
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TESEREVEVTAl b, 2 AR R R RN BB 2 AR s ARIS A 321 F1 197 DMASERE, AKD J5iE R A 104 A fEA AL SE
BT, AKD J7 i il ) 1 L 20 33.2%, AKD J5 %5 .

ZEE LA BT, AKD Jris i T Homh ik, B R T ARDAE UV IE I %, JFRe AR Ui B T m AR, 554
TRV ZUMAE R AR b, AKD A B AACRD 78 5 B M RIS 47, JUim it 26 5 #0mAR 2R 1 22 B BE /N,
4.49 RQY: AKD JjVELEAN RS AL B Y b 2 A RE ot e 2

NEGAE AKD J7 R Rz A RS 77, AR CHE CodeLlama Fl Codegen-Mono #5584 #4713 J&@ s236 ARG AKD J7
VETEAR RIS R 55 L3RI, 7t — D i\ JLTE 2 B AR T op 1 5 S @ B

SEZBG R 75 M AR ZNEE RS (CodeLlama-1.1B. Codegen-Mono-350M) #| K% (CodeLlama-7B. Codegen-Mono-
6.1B), 7 HumanEval Fl MBPP [1] Pass@]1 11:55H R G 1T AKD J7iE R, 25845 R a05R 14 Bk,

#* 14 AKD J757E CodeLlama & Codegen 32 ALSZT8 (%)

Y WiReS HumanEval Pass@]1 U TEE P MBPP Pass@]! KR
CodeLlama-7B B 22.6 — 41.4 -
AR 5.5 75.7 2.8 93.2
MINILLM 73 67.6 5.8 86.0
RKD 9.7 57.0 5.4 87.0
CodeLlama-1.1B KD 10.3 543 5.4 87.0
SegKD 73 67.6 8.0 80.7
AKD 11.0 51.2 11.2 72.9
Codegen-Mono-6.1B Egp it 24.0 — 325 —
AT 12.11 49.5 14.6 55.1
MINILLM 12.8 46.7 9.0 723
RKD 12.1 49.6 11.8 63.7
Codegen-Mono-350M KD 13.4 442 12.6 612
SeqKD 11.6 51.7 12.0 63.1
AKD 18.3 23.8 21.0 353

£ CodeLlama #%! -, AKD 7t HumanEval 1T 55 F AR & H AR AR ZE TR 5 1R FEB R FRIR T 3.1%-16.4%, 1E
MBPP £:55 HFEAIK 1 7.8%—14.1%. 1E Codegen-Mono #2841, AKD ) B 4 2. 3, HumanEval AF 45 RS FE 4 2%
FAARIE B IA 20.4%-27.9%, MBPP AT-45 71 A 25.9%37.0%, JE B H 0 16 A a2 1k AT 55 3 2 1.

S 25 A, AE LU J572:, AKD REEE A St PR S AR BAURE FE PR, B RAT IS BIALZ (LR /). I 28
TR 75 10 B REAE 45 /ST R RSB (R B 30 43 PR e, (RTE KRR 22 R 2 AR R AR 2 R AH L2, AKD 3885 3R 37 18 % i
VRN, BETRF T /M RITE 2B 204 5 TR ZRE0E T I PR RE R I,

4.4.10 RQI10: AKD JETE HAREOE S BRIz AR 7 ey 2

Nt AKD e A EE 42 BRIz AL RE J1, ASCEIN T IS 4 i £ 42 Magicoder-OSS-Instruct™
TS5, 1% F o BBk VP45 SR 4E Humaneval+P 0 BRI HEAT IR, %808 42 A0 T B 4 Humaneval FE i)
RG], MY KT 80 £, REME 7 AR AL TR LA B SR m 15 .

AT VAl AKD 5L 2 A 17, ARS8 DAZE Bk SR B i ) StarCoder 1 3L JRERE7Y, #4117 DeepSeek-Coder””,
Xif b AKD 7535 N B J2E PR AR A | sk 2R

TR SRR B, MINILLM & SeqKD /7 ¥2: 8 #E A 08 YR B i R B ) 328 K AR 75 vk, AR SR ih oA 7 L 2.
CodeAlpaca H¥iE 8 L () S206 45 B 403 15 fiizn, Magicoder-OSS-Instruct £ HE4E_EHISLI6 45 Uk 16 Frs.

MF 15 HSEEG 45 ] PLS A1, AKD J7E7E StarCoder 1 DeepSeek-Coder 34 8 & AR T RS 2. 4T
StarCoder ZRFHHAY, AKD 777%7E HumanBval(+) $048 45 L RS B2 45 0 N2 AR AR 54.2% (50.2%) FEIRE 29.3%
(26.6%), £ MBPP ¥4 F IR R M 56.3% IR E 5.0%. HAlJ7#:7E HumanEval(+) Fl MBPP 44 b 14
FEIVRAE 41.7%—44.0% (39.9%—42.5%) F1 23.1%-39.4%. AKD J5i5AE 3 ARl B 65 b i Hfth 2k )5 9217 1) FAG
T 13.6% (14.6%) Fl1 26.3% FIFEEEHH K.



20 BRAP AR Hrr e B o G w Sl

# 15 CodeAlpaca FHfi4E AN [F] J77%%} StarCoder F1 DeepSeek-Coder 4 BE TR M (%)

Y Ji HumanEval(+) Pass@]1 FEPER R (+) MBPP Pass@1 ULTEEIES
StarCoder-7B HOm B 29.3 (23.3) — () 32.0 -
SRR 13.4 (11.6) 54.2 (50.2) 14.0 56.3
RKD 16.4 (14.0) 44.0 (39.9) 19.4 39.4
StarCoder-1.1B KD 17.1 (13.4) 41.7 (42.5) 24.6 23.1
AKD 20.7 (17.1) 29.3 (26.6) 30.4 5.0
DeepSeek-Coder-6.7B HOMAERY 47.6 (40.9) — () 57.6 —
ety bt 29.9 (26.2) 37.2(35.9) 42.4 26.4
RKD 32.9(26.2) 30.9 (35.9) 43.6 243
DeepSeck-Coder-1.3B KD 31.1(26.2) 34.7 (35.9) 412 285
AKD 34.1 (27.4) 28.4 (33.0) 44.2 23.3

#* 16  Magicoder-OSS-Instruct F{#E 5 AN [E] J7 2%} StarCoder F1 DeepSeek-Coder P4 BE IR (%)

(Rt Fik HumanEval(+) Pass@]1 FEBEAR R () MBPP Pass@]1 FEER
StarCoder-7B HOmE 29.3 (23.3) — () 32.0 -
AT 13.4 (11.6) 54.2 (50.2) 14.0 56.3
RKD 18.3 (12.8) 37.5 (45.1) 24.8 225
StarCoder-1.1B KD 18.9 (12.2) 35.4 (47.6) 25.0 21.9
AKD 19.5 (13.4) 33.4 (42.5) 28.8 10.0
DeepSeek-Coder-6.7B HOmEL 47.6 (40.9) — () 57.6 -
AT 29.9 (26.2) 37.2(35.9) 42.4 26.4
RKD 33.5(29.9) 29.6 (26.9) 46.8 18.8
DeepSeck-Coder-1.3B KD 34.8 (32.3) 26.9 (21.0) 478 17.0
AKD 36.6 (32.3) 23.1 (21.0) 48.6 15.6

%t T DeepSeek-Coder R 1% AKD J5 7454 HumanEval(+) H¥E 5 b FORE B 5 5 22 AE B 37.2%
(35.9%) PR E 28.4% (33.0%), /£ MBPP #(#i4E L HIKE FE R N 26.4% PR 23.3%. HAth 5 ¥57E HumanEval(+)
I MBPP $#54 _F (K4 35 2 MIZE 31.1%-32.9% (34.7%—35.9%) 1 24.3%28.5%. AKD Jj:7E 3 FhiPA Hds 4
A A R v TR I BRAR T 4.4% (2.9%) A1 3.1% HHRE 2%

M 16 RISLIG AT LS50, £ Magicoder-OSS-Instruct ${# 42 I, %F T StarCoder RFIF A, AKD J5ikfE
HumanEval(+) $3E4 b (K45 B 15 2 22 AR ALK 54.2% (50.2%) BRARE 33.4% (42.5%), 1€ MBPP HE4E b (ks
FEAR I 56.3% BEARE 10.0%. Hift 75 ¥ 7E HumanEval(+) A1 MBPP ¥4/ 4 b iKS BE 457 25 M 7E 35.4%—37.5%
(45.1%-47.6%) F1 21.9%-22.5% AKD J7VAE1E 3 PPt Al B £ 8 H 5L e 77 2 P 3 FRIK T 3.1% (3.9%) FH
12.2% IR EH K.

%} F DeepSeek-Coder RN AL, AKD J5iE 4 HumanEval(+) £ 5 b AKS BE 3 2k M2 B B RL K 37.2%
(35.9%) PEILE 23.1% (21.0%), 7£ MBPP ##i4E E RIS BRI 26.4% FEILE 15.6%. H AR F772:#E HumanEval(+)
A1 MBPP 54 I (K85 151 2R IAE 26.9%-29.6% (21.0%-26.9%) 1 17.0%—18.8%. AKD J5 {545 3 R A #icd 42
A v T IR AR T 5.2% (3.0%) F 2.3% HIRE EEHR k.

G gE IR, AKD JVETEAN R B SR B0 48 BT Al br v o, 357 B W 38 BRI A 280 (R0 FE A 2%, 3R THARAD AR A
PERE, BA R iz A Rg

5 FRESRFKIIE

KA B R AE AR A AR 55 vh R B €, (HHL BRI S BB B A7 75 SR IR ) 7 SR & . /230K
B HBRAAH KRS HORNE S BALZ) 15% KRB0, EERA /NS HOOE SR & SRR T B T8
BRI, HHECRM SFT JHETCIERTH NS BRI L RE, JoiF A2 e Pr ML 75 R . ASCE AR A2 A 55 ok



EF 5 AT AE 4t R R IR 2810 21

B

A 7R [R] 55 K v AR BT A LA SIZ BRI o N2 P A i, 3 1 — R B & S (1 RTR AR TR TV (AKD).

AKD J7ikiE T B N AS & KL A1 RKL HURE, B D R O 2 i iR 2808 21 22 AR AR opy . SZig 45 SR G IE
1 prompt AN, 538 (1 prompt BESE T HUMTRIY ) AURD A BB, $i2 iy 22 AR IR 2 ST PR3 R0k AR T i ) o
— [ KD 5% RKD 7735, AKD 7512 % 35 FEAR 1 22 A B RAR B0 T BOMBE R RS BE K%, IERR R BV 5.1%. [,
AKD 75 R sk fa] B ELR AR, SR TR SO ) g 1 D B, 2B Bl ARG 78 BEIRE AR 75 T, AKD 7k
(¥ RAFE KD 5 RKD kIR & A7 (1 54.7 GB BN 3 GB, IZRIN [RIHE 11 30%, (HASM BT HE K
B AR 2 A AR R L 22K

ARSCRIE IR H 3G B 2] BAE 27 2] S EAT 1 %%, /E HumanEval & MBPP %46 b #EAT 2 4S5, IEH]
T BN > BRI B AT R A, 3o AN [F) SR RTINS Eh (KRR AT SR A VP4, 8L AKD J7iB(E 2
LA e Bt SE AR RO FE 42K, LR B AR R E 2 AL RE . B30 51 N4E 2 TR $di 4 Magicoder-OSS-Instruct
ANHEE 3 151 () HumanEval+ 1Al Sl 48, it — P IR TE AKD 75 £ Hfh B 5 iz e g

Kt AKD J5 9 R 6 R i B BT 5 2 AL R 2 (8] i RTR A% 38 7 3K, A PR AR AR R RO Bk, B
SRR A,

ASORARA) TAF EEAAFTRLLR 5 ANJ7 1.

(1) Fe AR A B A SO A BRAR 2 A AR FEE 0 R AR Rl 2 v AR A ol B A o

(2) WFFUSE R B R 2808 o T H SR SRR B, A AT 70 1 26 0 S HORAE 1B-7B IR, Aok, A
SO FRAEAT BEE, HEAT SRR AR TR 25 1.

(3) MUAL BRI AL S I R85 ARR AR A SR S5, D/ BRI #E 5 IR [R], 5w 2K TR I 200,

(4) ¥ J& B RIS TR 204 2 TR) AR 7 087 20 - AR SR iR 28 T8 7 ik 40 e B AN RS R 2R 2 ] (R 2808 27 21, e
E AKD J7 35 15 SR AR IR] 3 FH P A 2t

(5) BT 2 JF TREGURAT 55 A SRR AKD 7579 8 H 158 2 (A TR GUSAE S5, it — B IRIE %7
A H A U N CR.
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