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摘　要: 以大语言模型 (large language model, LLM)为基座的软件编程助手 (如 Copilot), 能够显著提升程序员开发

效率, 但 LLM的计算和存储需求大、本地化部署难. 构建轻量化小参数 LLM能够满足计算、存储、部署需求, 但
其代码生成的精度损失比大参数 LLM 大. 知识蒸馏 (knowledge distillation, KD)技术, 让小参数 LLM (学生模型)
在目标训练数据集上拟合大参数 LLM (教师模型)的生成分布, 降低代码生成精度损失. 人工智能领域前沿的 KD
技术基于 Kullback-Leibler (KL)散度损失函数, 度量并缩小因学生/教师模型的生成分布差异导致的精度损失, 但
学生模型难以学习教师模型的趋零分布区域. 随后, 学者利用反向 KL 散度损失函数 (RKL) 解决该趋零分布区域

的学习问题. 研究发现, RKL在高概率分布区域存在学习问题, 与 KL散度损失函数存在互补性; 对于一些数据, 教
师模型生成质量低, 导致学生模型学习效果差. 提出一种自适应知识蒸馏 (adaptive knowledge distillation, AKD)方
法, 通过 prompt提升教师模型的生成质量, 并构造自适应损失函数, 根据学生/教师模型之间的生成分布差异自适

应调整学习的优先级, 确保学生模型在主要概率区域和趋零概率区域均具备学习能力. 基于 AKD 方法, 利用

StarCoder-1B/7B (学生/教师模型)和 CodeAlpaca数据, 训练了轻量化代码生成大模型, 并评估代码生成大模型的

精度损失及生成代码的质量问题. 实验结果显示, 轻量化代码生成大模型规模降低 85.7%, 在 HumanEval和MBPP
数据集上, 任务提示明确的 prompt可以提高教师模型的代码生成质量, 使训练的学生模型降低 6%的平均精度损

失; AKD方法训练的模型较教师模型 (StarCoder-7B)的平均精度损失为 17.14%, 较原始学生模型平均降低 30.6%;
AKD 方法训练的模型较前沿的 KD 和 RKD 方法的精度损失平均降低 19.9%; 关于推理显存需求情况, KD 和

RKD方法需要 54.7 GB, 而 AKD方法仅增加 3 GB. 关于训练时间方面, AKD方法所需训练时间增加 30%; 相较而

言, 即使 KD和 RKD方法训练至相同时长, 他们的平均效果仅提升 3%, 相比 AKD方法低 16.9%. 因此, AKD方法

增加的训练成本是值得的. 此外, 将 AKD方法应用到 CodeLlama和 CodeGen系列模型, 相较前沿的 KD及 RKD
方法的精度损失平均降低 19.2%, 证明了 AKD方法的泛化能力.
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Abstract:  Software  programming  assistants  based  on  large  language  models  (LLMs),  such  as  Copilot,  significantly  enhance  programmer
productivity.  However,  LLMs  have  large  computing  and  storage  requirements  and  are  difficult  to  deploy  locally.  Building  a  lightweight,
small  LLM can  meet  computing,  storage,  and  deployment  requirements,  but  it  leads  to  a  greater  accuracy  loss  in  code  generation  compared
to  large  LLMs.  Knowledge  distillation  (KD)  techniques  allow  small  LLMs  (student  models)  to  approximate  the  output  distributions  of
large  LLMs  (teacher  models)  on  target  training  datasets,  thus  reducing  accuracy  loss  in  code  generation.  Cutting-edge  KD  techniques  in
artificial  intelligence  are  based  on  the  Kullback-Leibler  (KL)  divergence  loss  function,  which  measures  and  reduces  accuracy  loss  due  to
discrepancies  in  the  output  distributions  between  student  and  teacher  models.  However,  student  models  struggle  to  learn  in  the  near-zero
distribution  regions  of  teacher  models.  Consequently,  researchers  have  employed  the  Reverse  KL  (RKL)  divergence  loss  function  to
address  this  issue  in  near-zero  distribution  regions.  This  study  finds  that  RKL  faces  learning  challenges  in  high-probability  distribution
regions  and  complements  the  KL  divergence  loss  function.  For  some  datasets,  low-quality  outputs  from  teacher  models  lead  to  poor
learning  outcomes  for  the  student  models.  This  study  proposes  an  adaptive  knowledge  distillation  (AKD)  method  that  uses  prompts  to
enhance  teacher  model  output  quality  and  constructs  an  adaptive  loss  function  to  adjust  learning  priorities  based  on  the  distributional
differences  between  student  and  teacher  models.  This  ensures  the  student  model  effectively  learns  in  both  primary  and  near-zero  probability
regions.  Using  the  AKD  method,  this  study  trains  a  lightweight  code  generation  model  based  on  StarCoder-1B/7B  (student/teacher  models)
and  the  CodeAlpaca  dataset,  evaluating  accuracy  loss  and  code  quality  issues.  Experimental  results  show  that  the  lightweight  model  size  is
reduced  by  85.7%.  On  the  HumanEval  and  MBPP  data  sets,  prompts  with  clear  instructions  improve  teacher  model  code  generation
quality,  reducing  the  average  accuracy  loss  of  the  trained  student  model  by  6%.  The  AKD-trained  model’s  average  accuracy  loss  compared
to  the  teacher  model  (StarCoder-7B)  is  17.14%,  a  30.6%  reduction  over  the  original  student  model.  The  AKD-trained  model’s  accuracy
loss  is  reduced  by  an  average  of  19.9%  compared  to  state-of-the-art  KD  and  RKD methods.  Regarding  inference  memory  requirements,  the
KD  and  RKD  methods  require  54.7  GB,  while  the  AKD  method  only  adds  3  GB.  In  terms  of  training  time,  the  AKD  method  incurs  a
30%  increase.  However,  even  when  the  KD  and  RKD  methods  are  trained  for  the  same  duration,  their  average  performance  improves  by
only  3%,  which  is  16.9%  lower  than  that  of  the  AKD  method.  Therefore,  the  additional  training  cost  of  the  AKD  method  is  justified.
Moreover,  applying  the  AKD  method  to  the  CodeLlama  and  CodeGen  model  series  reduces  accuracy  loss  by  an  average  of  19.2%
compared to state-of-the-art KD and RKD methods, demonstrating the generalizability of the AKD method.
Key words:  code generation; large language model (LLM); knowledge distillation (KD)

随着大语言模型 (large language model, LLM)的发展, 如 GPT-4 [1]、OPT[2]和 LLaMA[3], 代码生成任务在软件

工程领域取得了显著进展. 基于 LLM的软件编程助手, 如 GitHub Copilot (https://copilot.microsoft.com/), 能够自动

补全代码、生成函数和类的实现, 并提供即时的编程建议, 提升程序员的开发效率. 然而, LLM通常拥有至少数十

亿的参数, 导致其在资源受限的设备上无法运行 [4]. 研究表明在资源受限的用户端中实现高效部署和使用应小于

20亿的参数 [5], 10亿及以下小参数模型是经常研究的对象 [6−8]. 但 1B (billion)的小参数 LLM相较于数十亿参数

的模型精度损失大 [9], 知识蒸馏 (knowledge distillation, KD)技术能够让小参数 LLM (学生模型)在目标训练数据

集上拟合大参数 LLM (教师模型) 的生成分布, 降低代码生成的精度损失, 使小参数 LLM 能够达到大参数 LLM
的代码生成能力.

在人工智能领域, Hinton等人 [10]提出 KD方法, 采用 KL散度损失函数度量学生模型与教师模型之间的生成

分布差异, 指导学生模型学习. 学生模型与教师模型参数量差距较小, 生成分布差异小, KL散度能够有效度量生成

分布差异, 引导学生模型学习 [11−16]. 教师模型与学生模型的参数量差距大、生成分布差异大. 基于 KL散度的知识

蒸馏方法需要计算两个模型的分布差异. 由于教师模型的生成分布中存在较多趋零区域, 导致 KL散度计算结果

无法正确引导学生模型学习教师模型的生成分布 [17]. 为解决上述问题, Malinin 等人 [17]提出 RKL 散度损失函数,
让学生模型与教师模型生成分布中的趋零概率保持一致, 在此前提下降低其余分布区域的差异. Gu 等人 [9]将

RKL散度损失函数应用于通用大语言模型, 轻量化效果比 KL散度好.
近年来, 研究人员提出了很多代码大模型, 如 Hugging Face团队 [18]研发的 StarCoder支持多种编程语言, 能高
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效完成代码生成任务, Meta 团队 [19]研发的 CodeLlama 专注于代码补全和错误检测, 帮助开发者快速迭代,
Salesforce团队 [20]研发的 CodeGen在生成复杂代码片段方面表现突出, 适用于大规模项目的开发. 程序员和开发

人员需要这样的工具提高编码效率, 自动化重复性任务, 并在开发过程中获得即时的代码建议和错误检测 [21−25]. 代
码大模型的小参数版本能够在终端设备上应用, 但是小参数版本的精度损失超过了 49.5%. 并且, 现有的知识蒸馏

方法尚未在代码大模型中验证.
本文将知识蒸馏方法应用到代码大模型, 实验发现, RKL散度的零强迫特性使得学生模型优先学习教师模型

的趋零概率分布区域, 但在主要概率分布区域学习不足; KL散度在主概率区域表现好, 但在趋零概率分布区域表

现不佳. 当前散度对教师模型或学生模型的趋零概率区域都无法学习. 教师模型的生成质量会影响学生模型知识

蒸馏的训练效果.
本文提出了一种自适应知识蒸馏 (adaptive knowledge distillation, AKD)方法. 现有方法存在两方面问题, KL

方法无法学习教师模型趋零分布知识, 而 RKL方法在教师模型主概率分布区域学习不足. 因此, 需要构造一个自

适应方法, 确保学生模型在整个概率分布均具备较强的学习能力; 根据学生模型和教师模型的生成分布差异, 自适

应调整学习的优先级, 避免局部优化造成的偏差问题. 针对教师模型的生成质量不稳定和生成分布差异大问题, 利
用任务提示明确的 prompt模板, 提升教师模型的指导能力. 基于 AKD方法, 本文使用 StarCoder-1B和 StarCoder-
7B模型作为学生模型和教师模型, 结合 CodeAlpaca数据集 (https://github.com/sahil280114/codealpaca), 训练出轻

量化的代码生成大模型. 该模型参数规模较教师模型减少 85.7%, 平均准确率仅降低 5.1%, 平均精度仅损失

17.14%.
实验结果显示, 在 HumanEval和MBPP数据集上, prompt可以提高教师模型的代码生成质量, 提高知识蒸馏

过程中的学生模型性能, 使训练的学生模型降低 6%的平均精度损失; KD和 RKD方法训练的学生模型较教师模

型 (StarCoder-7B)在数据集上的平均精度损失分别为 32.40%和 41.76%. AKD方法的平均精度损失为 17.14%, 较
KD和 RKD方法的精度损失分别降低了 15.26%和 24.53%, 表明 AKD在减少生成精度损失方面的优异性. 在推

理显存需求方面, KD和 RKD方法需要 54.7 GB, 而 AKD方法仅增加 3 GB. 关于训练时间方面, AKD方法所需训

练时间增加 30%; 相较而言, 即使 KD和 RKD方法训练至相同时长, 他们的平均效果仅提升 3%, 相比 AKD方法

低 16.9%. 因此, AKD方法增加的训练成本是值得的. 此外, 本文将 AKD方法应用于 CodeLlama和 CodeGen系列

模型, 相较于前沿的 KD及 RKD方法, AKD方法的精度损失平均降低 17.34%和 20.95%, 进一步证明了 AKD方

法的泛化能力. 实验还发现直接指令微调小参数 LLM的准确率趋于 0, 无法提升小模型的性能, 证明了知识蒸馏

方法的必要性.
本文的主要贡献如下.
(1) 提出了一种自适应的知识蒸馏方法 AKD, 将不同散度的特性相结合, 动态适配不同散度的学习优先级, 降

低学生模型在代码生成任务中的精度损失.
(2) 系统性地研究并选取不同的 prompt, 证明代码生成任务上, 教师模型生成质量对知识蒸馏效果有影响.
(3) 引入新的评估标准对 AKD及前沿知识蒸馏方法生成的代码进行质量评估, 为大模型代码生成模型的质量

控制提供实证依据.
(4) 将 AKD方法应用到多个代码大模型上, 包括 CodeLlama和 CodeGen系列, 验证了该方法的泛化能力.
本文第 1节介绍代码大模型及知识蒸馏的相关工作及研究现状. 第 2节给出本文的研究问题定义. 第 3节提

出本文的自适应知识蒸馏方法并对其详细描述. 第 4节给出实验结果与对比分析, 证明自适应知识蒸馏方法的有

效性. 第 5节总结全文并对未来工作进行展望.

 1   相关工作

 1.1   代码大模型

大语言模型 (LLM)在自然语言处理 (NLP)领域取得了许多成就, 近期研究工作 [1−3,26,27]展示了 LLM在自然语

言理解、文本生成和对话系统等方面取得的进展. 在软件工程领域应用, 通过指令微调技术 [28−30], 以及人类反馈学
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习的方法 [31−33], 形成代码大模型. 最初这些代码大模型都是闭源的, 如 ChatGPT和 Copilot, 由私有企业开发并维

护. Meta发布 LLaMA[3]以来, 开源社区在开发和微调大型语言模型方面持续活跃, 为研究者提供丰富的资源, 推动

技术进步. 开源 LLM[2,3,19,20,34−36]及开源社区 [37]的建立, 使研究者能够更便捷地获取和使用这些模型, 显著加速了学

术研究和技术创新的进程. 面对代码生成领域日益复杂的需求, 出现了 3 种开源的主流代码大模型预训练基座,
如 HuggingFace团队研发的 BigCode预训练基座 [18]专注于处理多种编程语言, 强调代码生成的准确性和多样性,
适合复杂代码生成任务的需求; Meta的 LLaMA预训练基座 [38]提供了扩展能力, 支持多种下游任务的微调和开发,
广泛应用于自然语言处理和代码生成领域; Salesforce的 CodeGen预训练 [20]基座致力于优化复杂代码片段的生成,
适合多种编程环境. 代码大模型在自动生成函数、代码补全和代码错误修复方面也取得了显著成果, 能提升软件

开发效率 [20,34−36].
基于这 3 种预训练大模型基座, 具有代表性的代码大模型有 StarCoder[34], CodeLlama[19]和 CodeGen[20].

StarCoder是一个基于 BigCode架构 [18]的代码生成大模型. 该模型通过大规模开源的 GitHub代码数据预训练, 具
备多种编程语言的生成能力. 该模型还采用高质量 Python代码数据微调, 在 Python编程任务上具有更强竞争性.
此外, 其预训练权重已公开发布, 开发者可以进一步微调和优化以满足不同编程任务和环境的需求. CodeLlama是
基于 LLaMA架构的代码生成大模型, 在预训练数据集上新增了大量 Python代码, 对代码生成任务进行了专门的

优化, 增强了解决复杂编程问题的推理能力和生成能力. 该模型能够处理多种编程语言任务, 其预训练模型和微调

策略已经公开. CodeGen采用了大规模的数据集, 包括 THEPILE自然语言数据集、多语言编程数据集 BIGQUERY
以及单一语言数据集 BIGPYTHON进行训练, 能根据一系列子问题规范生成相应的子程序, 并通过分步骤的逻辑

推理提升代码生成的准确性和效率. CodeGen的预训练权重也已在社区中进行了开源, 供研究人员和开发者进一

步探索和应用.

 1.2   知识蒸馏

在实际应用中, 如何将大参数 LLM部署在计算资源有限的终端设备上是亟待解决的问题. 直接减少模型参数

量可以直接部署在这些设备上运行, 但通常相较原参数量大模型存在显著的生成能力下降问题, 即精度损失. 为降

低模型参数并减少精度损失, Hinton等人 [10]提出了知识蒸馏技术.
知识蒸馏技术旨在优化小参数 LLM (学生模型), 使其输出分布概率接近大参数 LLM (教师模型)的输出分布概

率, 达到减少模型参数量并降低精度损失的效果. Hinton等人 [10]针对神经网络模型, 提出了一种基于 KL散度的知

识蒸馏方法, 通过度量教师模型和学生模型输出分布之间的差异, 提高学生模型的泛化能力和精度, 减少模型参数

规模并降低模型精度损失. 该研究强调了知识蒸馏与迁移学习的区别, 迁移学习能将已学习到的特征从一个任务

应用到另一个任务中, 旨在利用现有知识来解决新的问题. 知识蒸馏则由教师模型向学生模型传递输出分布概率,
帮助学生模型更好地学习数据的隐含结构. Mirzadeh等人 [39]在此基础上, 进一步验证了在更大模型规模差异情况

下知识蒸馏方法的可行性. 该研究采用了卷积神经网络 (convolutional neural network, CNN) 和残差神经网络

(residual network, ResNet)架构作为基座模型, 基于 KL散度损失函数, 构建优化策略, 调整学生模型与教师模型之

间的知识传递方式, 缓解因模型规模差异过大而导致的性能下降问题. Beyer等人 [40]深入探讨了知识蒸馏在模型

压缩方面的应用, 并提出了一种稳健且有效的方法, 使得在实践中能够以较小的代价实现与大型模型相当的性能.
该研究使用 ResNet-50作为基座模型, 通过 KL散度蒸馏, 成功将大型模型压缩到更小的架构, 并保持了较高的准

确率, 证明了知识蒸馏方法在实际应用中减少模型规模并降低精度损失的可行性和有效性.
Malinin等人 [17]发现, 当分布差距大时, KL散度会导致学生模型对教师模型中趋零概率分布区域分配不合理

的高概率值, 造成生成错误. 基于 RKL散度损失的知识蒸馏技术, 强制学生模型在教师模型低概率预测的输出分

布区域也保持低概率, 引导学生模型学习有效的知识表示. Gu等人 [9]提出了MiniLLM知识蒸馏技术, 将标准 KD
方法中的 KL散度目标替换为 RKL, 防止学生模型在教师分布的低概率区域过度估计并应用于通用大语言模型.
Mirzadeh等人 [41]基于MiniLLM方法提出了一种更有效的 KD框架 DistiLLM, 该框架基于 RKL损失函数, 引入了

一种适应性的离线策略方法.
上述方法的优化目标是使学生模型与教师模型的生成分布在训练数据集上保持一致. 而 Kim等人 [42]认为, 学
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生模型应学习教师模型在补全后的生成分布, 而非仅仅模仿其当前的输出分布. 在某些场景中, 仅匹配训练数据集

的生成分布不足以保证模型生成的全局一致性和语义连贯性. 基于序列级 KL散度的知识蒸馏方法通过优化学生

模型, 使其生成的序列分布接近教师模型生成的序列分布, 提升模型在复杂生成任务中的表现. 因此, Kim等人 [42]

提出了 SeqKD的概念, 并将其应用于神经机器翻译 (NMT)任务. 该研究展示了标准知识蒸馏在词级预测上的有

效性, 引入两种新颖的序列级知识蒸馏方法, 进一步改善翻译性能. 这两种方法通过最小化学生模型和教师模型输

出序列之间的 KL散度, 使学生模型能够更准确地捕捉教师模型生成的序列分布.
以上知识蒸馏技术被广泛应用于计算机视觉、自然语言处理等任务中. 基于 KL散度、RKL散度损失函数的

知识蒸馏方法以及 SeqKD方法在其他领域显示出一定的有效性, 如在自然语言处理领域, SeqKD方法 [42]使模型

规模减少了 77.8%–82.98%, 降低了 19.23%–21.43%的精度损失; 在计算机视觉领域中, 基于 KL散度的知识蒸馏

方法 [43]使模型规模减少了 38.46%–81.82%, 降低了 2.9%–4.8%的精度损失; 在通用大语言模型领域, 基于 RKL散

度的知识蒸馏方法 [9]使模型规模减少了 46.1%–92%, 降低了 4.3%–10.45%的精度损失.
尽管知识蒸馏技术在通用模型的压缩和性能提升方面取得了显著成果, 但该方法的有效性未在代码生成任务

中应用与验证. 不同于通用自然语言生成任务, 代码生成任务要求生成结果具备语法正确性和语义一致性等. 因
此, 本文重点探讨知识蒸馏技术在代码生成领域的适用性, 针对代码生成任务的特殊性研究改进方案.

 2   研究问题定义

本文将代码生成任务中的知识蒸馏问题定义为: 通过模仿教师模型优化学生模型的学习过程, 在减少模型参

数规模的同时, 降低代码生成精度损失.
代码生成是指根据输入的自然语言描述或提示 (prompt), 生成对应的代码片段或完整的代码实现. 随着大语

言模型的进步, 代码生成技术显著提升. 然而, 代码大模型由于参数量庞大, 对计算资源需求高, 在实际应用中面临

部署难和推理慢等问题. 如何在保持大参数大模型生成能力的前提下实现轻量化是亟待解决的问题.
在代码生成任务中, 任务提示明确的 prompt能够引导教师模型生成更高质量的代码, 生成的词正确性更高并

更具可靠性, 任务提示不明确的 prompt会导致生成的代码不符合预期, 确定性降低, 且内容质量下降 [44]. 如图 1(a)
所示, 直接输入原始文本无法生成正确内容, 图 1(b)则能生成正确内容. 因此, 任务提示明确的 prompt可以提升教

师模型的生成质量, 使教师模型的输出更具指导性, 为学生模型的学习提供更好的参考.
 
 

直接输入

文本

生成内容

有提示模板

文本

生成内容

(a) 直接输入原始文本的生成内容 (b) 有提示模板的生成内容

图 1　模板对生成质量的影响
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知识蒸馏通过教师模型生成的输出分布概率, 帮助学生模型学习代码的细节. 代码生成对结构化语法和逻辑

关系有着严格的要求. 知识蒸馏在逐步捕捉各步骤中的语法与逻辑关系方面表现出色, 使学生模型能够精确地模

仿教师模型在特定数据上的生成方式, 生成符合严格代码规范的输出. 知识蒸馏技术通过大参数模型 (教师模型)
指导小参数模型 (学生模型)训练, 在减少模型规模的同时降低生成精度损失. 其核心是最小化教师模型与学生模

型生成概率分布的损失函数, 使学生模型在参数减少的情况下依然具备较强的代码生成能力. 优化函数如下 

min
θ

LKDp,qθ =min
θ

Ex∼data
[
D (p (x) |qθ (x))

]
(1)

LKD(p,qθ) D (·|·) p (x) qθ (x)

θ

其中,   表示知识蒸馏的损失函数,   是散度度量,   是教师模型生成的概率分布,   是学生模型

生成的概率分布,   是学生模型的参数.
本文面临的挑战是如何在降低模型参数规模的情况下, 充分保持代码生成的精度和质量. 尽管知识蒸馏技术

在自然语言处理 [42]和图像分类 [43]等领域取得了显著效果, 但将其直接应用于代码生成任务时存在一些困难. 代码

生成具有高度结构化和严格语法要求, 生成的代码需要严格遵循编程语言的语法规则和逻辑结构. 相较于自然语

言, 代码中的微小错误 (如缺少一个括号或拼写错误) 都会导致编译失败和运行错误; 其次, 教师模型和学生模型

在参数规模上的巨大差异会导致知识蒸馏过程中存在信息传递瓶颈. 大参数的教师模型能够捕获更复杂的代码模

式和语义信息, 而小参数的学生模型无法有效学习和表示这些复杂的信息; 此外, prompt 的选取对代码生成模型

的生成效果有重要影响, 如何选取 prompt模板以发挥教师模型的能力, 是代码生成领域内亟待解决的挑战. 综上

所述, 如果不针对代码生成任务的特点进行改进, 知识蒸馏将无法充分发挥其作用, 导致学生模型的性能大幅

下降.
针对代码生成任务的特殊性, 本文在知识蒸馏的框架下, 选择适当的 prompt 模板, 构造任务提示明确的

prompt以提高教师模型的生成质量. 本文通过设计有效的蒸馏策略和损失函数, 确保学生模型在减少参数量的同

时, 学习教师模型的代码生成能力, 生成符合语法和逻辑要求的高质量代码.

 3   自适应知识蒸馏方法

 3.1   Prompt 选取

在代码生成任务中, 知识蒸馏的效果很大程度上取决于教师模型输出的质量. 学生模型依赖于教师模型提供

的概率分布来学习代码生成的细节, 因此确保教师模型输出的准确性和一致性至关重要. 教师模型输出的概率分

布不仅由其自身的参数决定, 还受到输入 prompt的影响. 指令内容明确的模板能够构造好的 prompt, 引导教师模

型生成更高质量的代码, 如更准确的语法、更规范的格式等. 本文讨论的 3 种模板如表 1 所示, 需要在模板的

{instruction}中填写数据集的指令内容, 在{input}中填写数据集的输入内容, 若为空则不填写, 构造后的内容是

prompt, 即输入至模型的内容. 模板 1来源于 Li等人 [34]的模板, 未提供额外的生成指导, 引导性较弱; 模板 2来源

于 Chia等人 [45]的模板, 告知模型在生成代码时应避免不必要的任务 (如测试或解释), 为生成过程增加了一定的限

制和方向; 模板 3来源于 Stanford-Alpaca的模板 (https://github.com/tatsu-lab/stanford_alpaca), 是更结构化的指令,
明确告诉模型应该完成的任务及输入信息.
 

表 1　模板类别及其描述
 

模板类别 来源 模板描述

模板1 StarCoder <fim_prefix>{instruction}\n{input}<fim_suffix><fim_middle>

模板2 Instruct-Eval Please complete the following Python code without providing any additional tasks such
as testing or explanations.\n{instruction}\n{input}

模板3 Stanford-Alpaca Below is an instruction that describes a task. Write a response that appropriately completes the
request.### Instruction:\n{instruction}\n### Input:{input}\n### Response:

 

因此, 自适应知识蒸馏方法旨在使学生模型学习教师模型的生成分布, 而高质量的 Pormpt模板可以提高教师

模型的生成质量, 使学生模型学到更精准的答案. 随着学生模型质量的提升, 其与教师模型之间的差距得以缩小,
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使优化过程更容易.

 3.2   KL 散度及 RKL 散度

p > 0 q

p q

知识蒸馏的目标是设计合适的散度. 在深度学习领域, 度量散度在模型训练和知识转移中扮演着重要角色.
KL散度倾向于对分布的主要部分进行建模, 要求当   时,   也必须大于 0. 这种对主要质量的建模特性, 使 KL
散度在需要捕捉数据主要特征时非常有用. 但当分布差距大时, KL散度会导致学生模型对教师模型中趋零分布区

域分配不合理的高概率, 导致生成错误. Minka等人 [46]深入分析了 KL散度的性质, 指出 RKL散度具备零强迫特

性, 即当原始分布   在某些区域为 0时, 它会强制近似分布   在这些区域也为 0. 这一特性使得 RKL散度在处理分

布的尾部或低概率事件时非常有效.

t i zteacher
i,t

p
(
yt |y<t, x

)本文定义教师模型在位置   中第   个词的 logits为  , 通过软化教师模型的 logits, 可以得到教师模型的输

出概率分布, 定义为  . 软化后的概率分布定义如下: 

p
(
yt |y<t, x

)
=

exp
(
zteacher

t /T
)∑V

i=1
exp

(
zteacher

i,t /T
) (2)

x yt t yt ∈
{
zteacher

1,t ,zteacher
2,t , . . . ,zteacher

V,t

}
V

y<t = {y j}t−1
j=1 T

∑V

i=1
exp

(
zteacher

i,t /T
)

t

T

其中,   表示输入样本,   表示教师模型在位置   上生成的目标输出,  ,   是词汇表的大小,

, 温度参数   控制软化的程度.   为教师模型在位置   对所有词 logits值的指数和. 较高

的   值会使得概率分布更加平滑, 有助于知识的传递.
Kim等人 [42]将传统的 KL散度首次应用于序列级任务上, 本文中采用相同的序列级 KL散度, 定义如下: 

LKL (p,qθ) = −
∑|y|

t=1
p
(
y|y<t, x

)
log

(
p
(
y|y<t, x

)
qθ

(
y|y<t, x

) ) (3)

p (x) qθ (x) θ其中,   是教师模型生成的概率分布,   是学生模型生成的概率分布,   是学生模型的参数.
RKL散度的定义如下: 

LRKL (p,qθ) = −
∑|y|

t=1
qθ

(
y|y<t, x

)
log

(
qθ

(
y|y<t, x

)
p
(
y|y<t, x

) )
(4)

LKL (p,qθ) f (p,qθ) = p (x) log
(

p (x)
qθ (x)

)
, p (x)对于  , 定义   当   趋向 0时, 有如下推导公式:

 

lim
p(x)→0

p (x) log
(

p (x)
qθ (x)

)
= lim

p(x)→0
log

(
p (x)
qθ (x)

)
/

1
p (x)

= − lim
p(x)→0

p (x) = 0 (5)

因此, 当学生模型难以拟合教师模型概率分布时, KL散度会导致学生模型高估教师模型的低概率区域, 造成

生成错误.

LRKL (p,qθ) f (p,qθ) = qθ (x) log(qθ (x)/p (x)) , p (x) f (p,qθ) ∞

qθ (x) qθ (x) log(qθ (x)/p (x)) = 0

对于   定义   当   趋向 0时,   会趋向  , RKL散度会让学生

模型侧重关注教师模型中的低概率区域, 即零强迫特性. RKL 散度的零强迫特性, 使其在领域适应任务中得到了

广泛应用. 例如, Nguyen等人 [47]在其研究中使用 RKL散度来减少源域和目标域表示分布之间的差异, 提高模型在

目标域上的泛化能力. Czarnecki等人 [48]探索了强化学习领域如何通过策略蒸馏传递知识, 涉及从教师策略到学生

策略的知识转移, 也是利用了 RKL散度的零强迫特性. 同理, 当   趋向 0时,  . 因此, 在
RKL散度中, 存在学生模型很难拟合教师模型分布的主要概率的问题.

 3.3   自适应知识蒸馏损失函数

p q

p q

在使用知识蒸馏方法对模型训练的过程中, 学生模型需要有效地学习教师模型的输出概率分布. RKL散度展

现了一种零强迫特性, 即当原始分布   在某些区域为 0时, 它会强制近似分布   在这些区域也为 0. 这与 KL散度

形成对比, 后者倾向于对分布的主要部分进行建模, 要求当   大于 0时,   也必须大于 0. 由于在训练过程中这两种

分布特性都会出现, 单纯使用一种散度度量无法全面捕捉教师模型的分布, 因此本文提出了结合 KL散度和 RKL
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散度的自适应知识蒸馏方法.

β

β

本文提出了一种自适应知识蒸馏方法, 通过可学习的自适应参数   动态调整 KL 散度和 RKL 散度的学习优

先级, 确保学生模型在主要概率区域和趋零概率区域均具备学习能力, 实现全局优化, 避免局部优化造成的偏差问

题. 具体而言, 参数   根据任务需求在两个散度之间平衡权重, 当学生模型与教师模型的输出分布差异较大时, 增
大 RKL散度的权重, 避免学生模型放置过多的权重在教师模型的低概率区域; 当分布差异较小时, 增大 KL散度

的权重, 确保学生模型更全面地学习教师模型的输出分布.

z̃teacher
t zteacher

t本文使用   表示对   进行归一化处理后的概率分布, 其定义如下: 

z̃teacher
t =

zteacher
t∑V

i=1
zteacher

i,t

(6)

qθ
(
yt |y<t, x

)
同理, 定义学生模型的输出概率分布为  . 其定义如下: 

qθ
(
yt |y<t, x

)
=

exp
(
zstudent

t /T
)∑V

i=1
exp

(
zstudent

i,t /T
) (7)

zstudent
t t z̃student

t zstudent
t使用   表示学生模型在位置   的 logits值. 使用   表示对   进行归一化后的值, 其定义如下: 

z̃student
t =

zstudent
t∑V

i=1
zstudent

i,t

(8)

B b对批量大小为   的数据中的第   条数据, 自适应知识蒸馏方法优化公式如下: 

AKD (θ,β) =
∑B

b=1

(β×LRKL (p,qθ)+ (1−β)×LKL (p,qθ))
len (xb)

(9)

xb b len (xb) xb其中,   表示第   条数据的输入样本,   是   样本长度.
θ β AKD (θ,β) θ本文的目标是找到最优的学生模型参数   和自适应参数  , 使损失函数   最小化, 对   值的优化问题

如下: 

min
θ

AKD(θ,β) (10)
 

θk+1 = argmin
θ

AKD(θk,βk) (11)

argmin
θ

AKD(θk,βk) θ θ其中,   表示找到使损失函数   达到最小值的   值, 对   值的更新公式如下:
 

θk+1 = θk −ηθ · ∇θAKD(θk,βk) (12)

ηθ ∇θAKD(θk,βk) AKD(θk,βk) θ θ其中,   为学习率,   表示损失函数   对   值的梯度, 因此   值更新的目的是减少损失函数的

值, 逐步找到最优解.

β

β

由于直接优化   值会存在更新到极端值 (0或 1)的情况, 导致学生模型无法充分学习教师模型的分布特征. 为
解决这个问题, 本文引入正则化项, 对   进行约束和惩罚, 确保其在训练过程中保持在合理范围内. 本文设计的正

则项如下: 

Reg(β) = λreg ·
∑I

i=1

(− log(ϵ + |β−0.5| ×2)− log(ϵ +1− |β−0.5| ×2)
)

(13)

λreg ϵ其中,   是正则化强度的超参数,   是常数, 取值为 0.000 1, 防止对数函数的奇异性.

β因此对   值优化的函数如下: 

min
β

Lβ(θ,β) =min
β

(−AKD (θ,β)+Reg(β)
)

(14)

β AKD (θ,β)对   值优化的目标函数使用负学习以最大化   损失, 本文在公式 (15)–(17)给出证明过程.

β   值的优化如下: 

βk+1 = argmin
θ

Lβ(θk,βk) (15)

β对   值的优化目标进行求导, 得到以下公式: 
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∂Lβ
∂β
=

∑I

i=1
Li

KL−Li
RKL+λreg×

(
1

ϵ + |βi−0.5| × sign (βi−0.5)+
1

ϵ + |1−βi−0.5| × sign (1−βi−0.5)
)

(16)
 

βk+1 = βk −ηβ ·
∂Lβ
∂β

(17)

ηβ β Li
KL Li

RKL xi sign (·) β

AKD (θ,β) β LRKL (p,qθ) β

AKD (θ,β) θ

其中,   是   值的学习率,   和   是样本   上计算的 KL和 RKL损失函数,   是符号函数. 可以发现   值

在向着缩小 KL损失, 提高 RKL损失的方向更新. 而在   损失函数中,   值是   的权重. 因此   值

的更新的目的是为了增加   损失函数的值, 使   值能够获得更有效的更新.

β

λreg K xi

xi qθ
p β

θ

β β

综上, 本文给出自适应知识蒸馏方法的训练过程, 如算法 1所示. 首先, 初始化自适应参数  , 设置正则化强度

 及最大迭代次数  . 从训练数据集中随机抽取小批量样本进行训练. 在每一轮训练过程中, 输入样本   经过

template 方法, 使用 prompt 模板对数据进行填充, 学生模型根据输入样本   生成输出概率  , 教师模型生成对应

的输出概率   .  接着 ,  计算知识蒸馏损失函数 KL 和 RKL, 并根据自适应参数    进行加权求和 ,  得到总损失

total_loss. 在每个小批量的训练结束后, 基于 mini_batch_loss 更新学生模型的参数   . 同时, 计算正则化损失

reg_loss, 用于调整自适应参数  . 更新后的   参数被限制在 [0, 1]的区间内. 经过多轮迭代优化模型, 输出经过优化

的学生模型.

算法 1. 自适应知识蒸馏训练方法.

D = (xi,yi)N
i=1 πθ θ π β θ β ηθ ηβ

λreg ϵ K

输入: 训练数据集  , 学生模型  ,   为参数, 教师模型  , 自适应参数  ,   和   的学习率分别为   和  ,

正则化强度  , 常数  , 最大迭代次数  ;

πθ输出: 学生模型  .

λreg = 0.5 k = 0 β = 0.11. 初始化 ϵ=0.000 1, 正则化强度  , 设置迭代器  , 自适应参数  .

2. for k=0; k < K; k++ do

β3.　   =random.choice(0.1, 0.6)
4.　 for mini-batch B ⊂ D do

xi xi5.　　   = template( )

{xi,yi} ∈6. 　　for   B do

qθ
(
yi|xi

)7. 　　　  计算学生模型输出分析概率 

p
(
yi|xi

)8. 　　　  计算教师模型输出分析概率 

LKL (p,qθ)9. 　　　  kl_loss = 

LRKL (p,qθ)10. 　　　rkl_loss = 

β · rkl_loss+ (1−β) ·kl_loss11. 　　　total_loss = 
12. 　　end for

1
|B|

∑
xi∈B

total_loss13. 　　mini_batch_loss = 

θ θ← θ−ηθ · ∇θ
(
mini_batch_loss

)14. 　　更新   参数: 

λreg×
(−log (ϵ + |β−0.5| ×2)− log(ϵ +1− |β−0.5| ×2)

)15. 　　reg_loss = 

− reg_loss16.　　 loss_beta =   mini_batch_loss + 

β β← β−ηβ · ∇β
(
loss_beta

)17. 　　更新   参数: 

β β←min (max (β,0) ,1)18. 　　将   限制在 [0, 1]区间内: 
19.　 end for
20. end for

πθ21. return 
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 4   实验与分析

本实验旨在针对代码生成任务, 评估基于 AKD 方法的代码大模型生成效果. 通过对比现有先进知识蒸馏方

法, 分析 AKD方法设计的合理性和必要性, 论证基于 AKD方法在代码生成任务中的有效性、适用性和泛化性.

 4.1   实验数据

CodeAlpaca 数据集旨在训练指令遵循的 LLM 模型以生成代码. 使用预训练的大语言模型 text-davinci-003,

生成一系列新颖的任务, 任务信息包括任务说明 (instruction)、输入 (input)和预期输出 (output), 其中 40%的数据

是有输入的. 该数据集被广泛应用于代码生成领域的研究. 本文从 CodeAlpaca数据集中选取 1 000条数据作为测

试集, 剩下的数据作为训练集.
对学生模型进行蒸馏后, 引入两个主流的代码生成数据集 HumanEval[49]及MBPP[50]以评估学生模型.
HumanEval: 该评估数据集是一个由 OpenAI创建并用于评估大型语言模型编程能力的专业数据集. 该数据集

包含 164个 Python编码问题, 均由人类编写, 确保了问题的质量和多样性, HumanEval数据集被应用于多种大模

型, 如 CodeLlama[19], CodeGen[20]和WizardCoder[36], 以评估代码生成能力. 如图 2(a)所示, 每个生成任务包含 5部
分: 1) task_id, 每个任务的唯一标识; 2) prompt, 一段文本语句, 指导大模型生成需求; 3) entry_point, 函数的名称,

是生成的代码函数的主要入口点; 4) canonical_solution, 规范解, 每个任务的标准解决方案; 5) test, 测试, 带有几个

测试用例的函数, 用于评估大模型生成的代码.
 
 

(a) HumanEval 中第1个样本示意图 (b) MBPP 数据集处理前后示意图

图 2　HumanEval样本与MBPP数据集处理前后示意图
 

MBPP: 该数据集旨在测试模型对 Python代码的生成能力. 由 Google Research团队精心设计, 包含 974个由

入门级程序员解决的简短编程任务, 其中训练集 374 条, 验证集 500 条. MBPP 数据集提供编程问题的文本描述,

以及用于检验代码功能正确性的测试用例, 每个生成任务平均包含 3 个测试用例. 如图 2(b) 所示, 每个生成任务

包含 6部分: 1) task_id, 每个任务的唯一标识; 2) text, 一段文本语句, 指导大模型生成需求; 3) code, 规范解, 每个任

务的标准解决方案; 4) test_list, 带有几个测试用例的测试列表, 用于评估大模型生成的代码; 5) test_setup_code/
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test_imports, 执行测试所需的代码导入; 6) challenge_test_list, 用于进一步探究解决方案的更具挑战性的测试列表.
为使MBPP数据集更适合测试并保持格式与 HumanEval数据集一致, 本文对其进行处理, 最终的生成任务包含两

部分: 1) task_id, 每个任务的唯一标识; 2) prompt, 一段文本语句, 指导大模型生成需求, 并提供测试用例.
教师模型选自当下领先的开源的代码生成模型家族: StarCoder-7B, CodeLlama-python-7B 及 CodeGen-6B-

mono, 采用每个模型家族中最小的模型作为学生模型, StarCoder-1B, TinyLlama-1.1B及 CodeGen-350M-mono.

 4.2   实验细节及基准模型

 4.2.1    衡量指标

Pass@k k

Pass@k

LLM 需要根据给定的 prompt 生成功能正确的代码并通过所有测试用例 .  为衡量代码生成的准确性 ,
HumanEval提供了   指标, 即 LLM解决的任务百分比. 如果 LLM生成的任何前   个代码可以通过所有测

试用例, 则认为该任务已解决. 由于   具有高方差, 本文使用无偏版本 [49], 其公式定义如下: 

Pass@k: = E
[
1−

(
n− c

k

)
/

(
n
k

)]
(18)

E n c
(

n
k

)
n k(

n− c
k

)
n− c k

其中,   表示所有任务的平均表现;   是任务总数;   是正确解决的任务数;   是从   个任务中选择   个任务的组

合数;   是从一个模型无法解决的任务 (即   个任务)中选择   个任务的组合数量, 即失败的方式数量. 本

文采用的评估指标为 Pass@1.
为进一步验证 AKD方法在代码生成任务中的有效性, 本文对各知识蒸馏方法训练得到的模型进行生成代码

的质量问题评估. 采用Wen等人 [51]提出的针对代码生成大模型生成代码的错误类别及完整性评估作为评测标准,
具体类别如表 2所示.
 
 

表 2　代码生成大模型生成代码的评估标准
 

评估类型 评估内容 评估描述

AssertionError 空函数 模型创建一个空函数、使用pass语句、return 0等

NameError
函数名使用错误 Model定义了一个函数, 但是用不正确的名称调用它

缺少的内容 模型不生成任何内容, 导致缺少入口点

缺少包的导入 模型未导入需要的包

SyntaxError
不平衡的分隔符 生成代码中的引号或括号不平衡

函数溢出 过多的函数生成达到限制, 导致不完整的输出和SyntaxError

ValueError
空序列 函数处理空输入失败, 导致ValueError

有意使用raise 模型生成raise代码以提高健壮性

不合适的参数 函数接收到正确的类型但不正确的值

IndexError 越界 试图访问序列范围外的索引

TypeError 不兼容的操作 对不适当类型的对象应用操作

AttributeError 不存在属性 访问对象中不存在的属性

TimeoutError 执行超时 代码执行超过设定的时间限制

IndentationError 不一致缩进 同一代码块中的缩进级别不一致

ModuleNotFoundError 缺少模块导入 导入未安装的非标准库模块

KeyError 不存在的键 试图访问字典中不存在的键

UnboundLocalError 未赋值的变量 在赋值前引用局部变量

RecursionError 无穷递归 函数缺乏适当的终止条件

NotImplementedError 有意使用raise 模型生成raise代码以提高健壮性

完整性评估
生成的代码完整 生成的代码完整, 能够进入到测试阶段

生成的代码不完整 生成的代码不完整, 无法进入到测试阶段

正确性评估
生成的代码正确 生成的代码能通过测试

生成完整的代码通过测试的比例 生成完整的代码中通过测试的比例
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 4.2.2    实验环境设置

本文的实验环境, CPU 为 96 核 Intel(R) Xeon(R) Gold 6342 @ 2.80 GHz, 512 GB 物理内存, GPU 为 1 张 80
GB显存的 NVIDIA A800 Tensor Core, 操作系统为统信 UOS服务器操作系统 V20, 单次训练用时 7.8 h.

β β β

β β

本文的超参设置如下: (1)使用基于小批量的 ADAMW优化器优化模型参数, 学习率为 0.000 01; (2)训练数据

集的批次大小为 8, 验证数据集的批次大小为 8; (3) 数据集最大输入的文本长度为 512; (4) 使用基于小批量的

ADAMW优化器优化   值; (5)   值的初始值在{0.1, 0.6}之间调整; (6)   值的学习率为 0.01; (7)在每个 epoch训练

开始时对   值进行参数重置; (8)   值采用负损失的损失函数; (9) LoRA相关的超参数如表 3所示.
 
 

表 3　LoRA超参数设置
 

超参数 参数取值

LoRA 修改的目标层 c_attn
LoRA Rank 8

LoRA Alpha值 32
LoRA Dropout比例 0.1

 

 4.2.3    基准方法

本文选择以下 4种方法进行比较.
(1) KD[10]: 通过 KL散度, 对教师模型的主要输出概率分布进行拟合. 当教师模型对某些概率分布赋予高概率

时, 学生模型侧重于学习这些高概率区域, 适合捕捉数据的主要特征.
(2) RKD[52]: 通过 RKL散度最小化学生模型与教师模型之间输出概率分布以提升知识蒸馏的效果. 它具备零

强迫特性, 即当教师模型在某些区域的概率为 0时, 它会促使学生模型在这些区域也趋于 0.
(3) RKD+PPO (MINILLM)[9]: 结合 RKL散度知识蒸馏和强化学习中的 PPO (proximal policy optimization)算

法, 旨在通过蒸馏及策略优化技术, 提升学生模型的学习效果.
(4) SeqKD[42]: 使用教师模型生成的数据对学生模型进行知识蒸馏. 首先使用教师模型对任务进行生成, 然后

使用生成的内容指导学生模型训练.

β

本文根据 Gu等人 [9]的研究, 选取 KD、RKD、SeqKD及 Gu等人 [9]提出的MIMILLM作为基准方法. 所有方

法的超参数设置与文中保持一致. 为了验证本文提出方法 AKD的有效性, 所有方法均基于 Codealpaca数据集进

行训练. 其中, AKD方法基于 KD和 RKD默认设置, 增加的自适应参数   的设置情况如第 4.2.2节所述.

 4.3   实验设计

为评估 AKD方法在代码生成任务中的表现, 实验结果将回答以下 10个问题.
RQ1: AKD方法是否是必要的? 知识蒸馏的目标是构建一个性能更好的小参数代码大模型. 直接利用指令微

调 SFT 方法优化学生模型是直接可行的方法. 本研究问题分析 AKD 方法与 SFT 方法的效果, 论证 AKD 方法在

代码生成任务中的必要性.
RQ2: AKD方法是否比前沿的知识蒸馏方法更好? 在通用模型领域, 学者提出了一系列知识蒸馏方法. 本研究

问题将前沿知识蒸馏方法应用到代码生成任务中, 并与 AKD方法效果对比, 论证 AKD方法在代码生成任务上的

有效性.
RQ3: LoRA 方法能否进一步提高 AKD 方法的效果? LoRA 技术在 SFT 中表现较好, 但其在 AKD 方法的效

果缺乏验证. 本研究问题旨在讨论 LoRA方法是否能够进一步提升 AKD方法的性能, 分析其适用性及影响.
RQ4: AKD方法相较于其他方法, 资源消耗的情况如何? 知识蒸馏方法需要消耗大量计算资源. 本研究问题分

析 AKD方法是否引入过高的计算需求, 论证 AKD方法在代码生成任务中的实用性.
RQ5: prompt对 AKD方法的训练效果有什么影响? 在代码生成任务中, 提示词 prompt模板的适用对模型推

理和知识蒸馏都有一定影响. 本研究问题分析不同提示词模板对 AKD 方法的影响, 论证方法中采用的 Stanford-
Alpaca模板的有效性.
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βRQ6: AKD 方法的学习策略是否对训练效果有影响? AKD 方法的效果依赖于参数   学习策略中的自适应学

习、负损失函数和参数重置. 本研究问题分析学习策略中 3 个方面对 AKD 效果的影响, 论证学习策略设置的合

理性.

β

β

RQ7: AKD 方法的学习策略学习的参数是否优于固定参数? AKD 方法自适应体现在参数   随着知识蒸馏过

程中数据的不同而变化. 本研究问题分析不同固定参数   对代码生成效果的影响, 并与自适应学习策略对比, 论证

AKD方法中学习策略的必要性.

RQ8: AKD 方法生成代码的质量如何? 本研究问题旨在分析 AKD 和基准方法在代码生成任务的正确性, 论

证 AKD方法能够生成更高质量代码的原因. 与此同时, 本研究问题也分析当前基于知识蒸馏代码大模型的缺点,

为将来进一步研究提供依据.

RQ9: AKD方法在不同代码生成模型上的泛化能力如何? AKD方法以 StarCoder为代码大模型基座. 本研究

问题旨在分析 AKD方法在其他基座大模型 CodeLlama和 CodeGen的应用效果, 论证 AKD方法的泛化能力.

RQ10: AKD在其他数据集上的泛化能力如何? AKD方法在不同代码生成模型上展现了良好的性能. 本研究

问题旨在讨论 AKD方法在其他的训练数据集Magicoder和更具挑战性的评测数据集 HumanEval+上的适应能力.

 4.4   实验结果与分析

 4.4.1    RQ1: AKD方法是否是必要的？

为验证这个问题的结果, 本文将 AKD方法训练的模型与原始学生模型及指令微调后的模型进行了对比实验.

如表 4所示, 本文使用 HumanEval和MBPP数据集作为评测基准, 使用指标为 Pass@1的通过率和相对于教师模

型的精度损失. 教师模型是 StarCoder-7B, 学生模型为 StarCoder-1B, 其中, 教师模型的分别为 29.3%和 32.0%, 学

生模型 HumanEval Pass@1和MBPP Pass@1分别为 13.4%和 14.0%. 原始学生模型较教师模型在 HumanEval和

MBPP数据集上的精度损失下降了 54.0%和 56.0%.
 
 

表 4　学生模型、教师模型及不同训练方法在 HumanEval与MBPP数据集上的性能对比 (%)
 

模型 方法 HumanEval Pass@1 精度损失 MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 － 32.0 －

StarCoder-1B

学生模型 13.4 54.0 14.0 56.0
SFT 14.0 52.2 20.2 36.9

SFT_LoRA 16.4 44.0 25.8 19.4
AKD 20.7 29.3 30.4 5.0

 

本文首先对原始学生模型进行 SFT (supervised fine-tuning)[53], 期望直接利用高质量的监督数据提升模型性能.

SFT通常是首选的方法, SFT技术能让模型在特定任务的数据集上更新所有参数以达到任务适应性.

实验所使用的 SFT 代码来自于 Gu 等人 [9]的研究, 本文使用其代码并在其数据集上验证了方法的正确性, 调

用该方法对代码大模型进行复现, 其中学习率为 1E–4, 文本输入最大长度 512, 批量大小为 8, 不进行梯度累计, 在

CodeAlpaca数据集训练 10个 epoch. 模型的准确率降至 0, 无法正确生成代码.

为进一步验证 SFT方法的有效性, 本文尽力优化 SFT实验参数. 优化后的 SFT学习率为 1E–5, 文本输入最大

长度 1 024, 批量大小为 8, 训练模型 18轮, 每轮 2 240步, 每 4步进行梯度累计. 基于以上参数设置, SFT训练收敛

于 18轮, 如图 3所示部分学习率设置下损失值变化. 进一步调整其他参数如批量大小、优化器类型, 未获得更好

的准确率, 可能受到数据质量与覆盖面等方面的限制. 实验效果如表 4所示, 调参后 SFT准确率仍然较低, 对小参

数模型准确率的提升不到 4%.

为进一步探究是否存在其他优化策略能够有效提升 SFT的性能, 本文使用 LoRA[54]技术进行微调, 超参数设

置见第 4.2.2节表 3所示, 结果表明 SFT效果有所提升, 验证了所选微调方法的有效性和实现的正确性. 然而, 尽

管 LoRA有所改善, 其提升幅度仍然有限, 且需额外的优化技术支持.
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图 3　部分学习率设置下 SFT训练损失值变化曲线图
 

鉴于 SFT方法的局限性无法满足学生模型性能的需求, 本文采用知识蒸馏方式训练模型, 并且提出 AKD方

法, 成功地将教师模型的知识迁移到了学生模型上. 表 4 结果显示, AKD 方法使模型的准确率提升至 20.7% 和

30.4%, 精度损失分别降低 24.7%和 51.0%. 实验结果表明, AKD方法可以在保持模型参数规模小的同时, 显著降

低精度损失.
综上所述, 直接使用 SFT微调小参数模型效果不佳, 参数调整对微调效果的提升有限, 且过程繁琐. 相较而言,

AKD方法在大参数模型的指导下微调小参数模型, 无需针对数据集进行复杂的参数调整, 就能显著提升小参数模

型 11.9%的准确率, 相较大参数模型精度损失仅 17.2%. 因此, AKD方法是必要的.

 4.4.2    RQ2: AKD方法是否比前沿的知识蒸馏方法更好？

为验证 AKD 方法在代码生成任务中的有效性, 本文将其与多种先进的知识蒸馏方法进行对比实验, 结果如

表 5所示. 原始学生模型在 HumanEval数据集上的 Pass@1准确率为 13.4%, 精度损失为 54.2%; 在MBPP数据集

上, 准确率为 14.0%, 精度损失为 56.3%.
 
 

表 5　AKD方法与其他知识蒸馏方法在 HumanEval与MBPP数据集上的性能对比 (%)
 

模型 方法 HumanEval Pass@1 精度损失 MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 － 32.0 －

StarCoder-1B

学生模型 13.4 54.2 14.0 56.3
MINILLM 15.8 46.0 18.8 41.3

RKD 16.4 44.0 19.4 39.4
KD 17.1 41.7 24.6 23.1

SeqKD 18.3 37.0 26.2 18.0
AKD 20.7 29.3 30.4 5.0

 

采用 RKD方法后, 模型的精度有所提升, 在 HumanEval和MBPP数据集上的精度损失分别下降至 44.0%和

39.4%. KD 方法进一步改善了模型性能, 精度损失分别为 41.7% 和 23.1%. 然而, 结合了 RKD 和 PPO 技术的

MINILLM方法并未取得预期效果, 其精度损失在 HumanEval和MBPP数据集上分别为 46.0%和 41.3%, 表现不

如直接采用 RKD或 KD. 这表明在代码生成任务中, 引入 PPO并未带来显著的性能提升.
与 KD和 RKD方法相比, SeqKD方法是基线模型中表现较佳的, 在 HumanEval和MBPP数据集上的精度损

失分别降低至 37%和 18%. 这是因为 SeqKD方法的训练数据均由教师模型生成, 在训练时的输出概率分布集中

于主要概率, 采用 KL散度可以有效地帮助学生模型学习教师模型的内容. 而 KD或 RKD方法训练时则存在趋零

概率区域或高概率区域的分布, 影响学生模型的学习效果.
相比之下, AKD方法能显著提高模型性能, 在 HumanEval数据集上的 Pass@1准确率提升至 20.7%, 精度损
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失降至 29.3%, 较次佳的 SeqKD 方法降低了 7.7% 的精度损失. 在 MBPP 数据集上, AKD 方法的准确率达到

30.4%, 精度损失仅为 5.0%, 较 SeqKD方法降低了 13%的精度损失, 几乎达到了与教师模型相当的水平.
上述实验结果充分证明 AKD方法在代码生成任务中相较于其他前沿知识蒸馏方法表现出更优的效果, 验证

了 AKD方法在代码生成任务上的有效性和优势.
 4.4.3    RQ3: LoRA方法能否进一步提高 AKD方法的效果？

β

为验证是否可以通过 LoRA提升 AKD方法的性能, 本文采用 LoRA方法对模型进行蒸馏. 其中 AKD是一项

通过可学习的自适应参数   动态调整 KL 散度和 RKL 散度的学习优先级的方法, 因此在本实验中, 不仅评估了

AKD 的效果, 同时也对 KD 及 RKD 方法进行了实验, 以全面分析其影响. 实验采用的超参数仍应用表 3 的设置,
实验结果如表 6所示.
 
 

表 6　基于 LoRA的指令微调与知识蒸馏方法在 HumanEval与MBPP数据集上的性能对比 (%)
 

模型 方法 HumanEval Pass@1 精度损失 MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 － 32 －

StarCoder-1B

学生模型 13.4 54 14 56.3
RKD 16.4 44.0 19.4 39.4

RKD_LoRA 15.9 45.7 22.4 30.0
KD 17.1 41.7 24.6 23.1

KD _LoRA 17.1 41.7 22.8 28.8
AKD 20.7 29.3 30.4 5.0

AKD_LoRA 17.1 41.7 23.6 26.3
 

实验中的 RKD_LoRA是指用 LoRA技术进行 RKD, KD_LoRA是指用 LoRA技术进行 KD, AKD_LoRA是

指用 LoRA技术进行 AKD.
由实验结果得知, KD方法在 HumanEval和MBPP数据集上的精度损失分别为 41.7%和 23.1%, 结合 LoRA

方法 (KD_LoRA) 后 ,  在 MBPP 数据集上的精度损失提高至 28.8%. 类似地 ,  RKD 方法在引入 LoRA 后

(RKD_LoRA), 性能没有明显提升, AKD方法在引入 LoRA后 (AKD_LoRA), 性能出现明显下降. 这可能是因为在

知识蒸馏的过程中, 教师模型通过其输出的概率分布为学生模型提供了更多信息, 采用 LoRA方法进行知识蒸馏

导致学生模型学习不充分, 效果差.
综上所述, 实验结果表明 LoRA方法无法进一步提高 AKD方法的效果.

 4.4.4    RQ4: AKD方法相较于其他方法, 资源消耗的情况如何？

实验中 ,  本文对比了 AKD 方法与 KD 及 RKD 方法在计算资源占用和训练时间上的消耗情况 .  由于

MINILLM方法是先进行 SFT, 然后再进行知识蒸馏, SeqKD方法需要让教师模型根据 CodeAlpaca数据的指令数

据生成输出数据, 再根据输出数据进行知识蒸馏, 这两个方法消耗的资源及训练时间远大于其他方法, 因此本文不

对比MINILLM及 SeqKD.
如表 7所示, KD与 RKD方法在资源消耗和训练时间上接近, 均消耗 54 737 MB显存, 训练时间分别为 2 082 s

和 2 055 s.
 
 

表 7　AKD方法与其他知识蒸馏方法在资源消耗与训练时间上的对比
 

训练方法 GPU占用 (MB) 训练时间 (s)
KD 54 737 2 082
RKD 54 737 2 055
AKD 57 809 (↑6%) 2 698 (↑30%)

β

AKD方法相较 KD与 RKD, 需占用 57 809 MB显存, 仅增加 3G的显存开销, 训练时间为 2 698 s, 训练时间增

加 30%. 增加的资源消耗和时间是因为 AKD方法在训练过程中需要同时计算 KL和 RKL损失函数, 并且还有自

适应值   需要动态更新. 虽然这些额外的计算开销导致了显存和训练时间的增长, 但 AKD方法能够显著降低学生
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模型相较于教师模型的精度损失.
进一步地, 本文将 KD及 RKD方法训练模型的时长提高 30%, 即训练占用的时间与 AKD方法一致, 评估其

实验效果, 如表 8所示, 即使给 KD和 RKD方法相同的时间和资源, 仍然与 AKD方法存在 16.9%的差距.
  

表 8　相同训练时间下 AKD方法与其他知识蒸馏方法在 HumanEval与MBPP数据集上的性能对比 (%)
 

模型 方法 HumanEval Pass@1 精度损失 MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 － 32.0 －

StarCoder-1B
KD 18.3 (↑ 1.23) 37.0 24.2 (↓ 0.2) 24.0
RKD 14.0 (↓ 3.07) 52.0 24.6 (↑ 5.2) 23.0
AKD 20.7 29.3 30.4 5.0

 

综上所述, 关于推理显存需求情况, KD和 RKD方法需要 54.7 GB, 而 AKD方法仅增加 3 GB. 关于训练时间

方面, AKD方法所需训练时间增加 30%; 相较而言, 即使 KD和 RKD方法训练至相同时长, 他们的平均效果仅提

升 3%, 相比 AKD方法低 16.9%. 因此, AKD方法增加的训练成本是值得的.
 4.4.5    RQ5: prompt对 AKD方法的训练效果有什么影响？

为研究不同 prompts对教师模型的生成质量的影响及教师模型的生成质量对学生模型训练效果的影响, 本文

从 CodeAlpaca 数据集中随机采样 200 个样本, 采用不同的 prompt 模板结合数据集的内容作为教师模型的输入,
对每个样本预期输出的词求平均概率和平均熵, 得到的结果如表 9所示.
  

表 9　不同 prompt模板下教师模型对于预期输出词的统计分析
 

模板类别 来源 平均概率值最大的次数 平均熵最大的次数

模板1 StarCoder 24 11
模板2 Instruct-Eval 7 0
模板3 Stanford-Alpaca 171 189

 

使用模板 3时, 教师模型赋予预期输出词更高的概率, 其平均概率值最高的样本数为 171, 显著高于模板 1和
模板 2; 平均熵最高的样本数达 189, 也远超模板 1和模板 2, 表明模板 3使模型输出更集中、更接近预期.

接着, 本文采用结合不同模板的 prompt 对学生模型进行知识蒸馏, 实验结果如表 10 所示, 使用模板 1 和模

板 2训练的学生模型在 HumanEval数据集上的表现一致, Pass@1准确率均为 20.1%, 精度损失为 31.0%. 在MBPP
数据集上, 模板的 Pass@1准确率为 27.6%, 精度损失为 14%; 模板 2的准确率略低, 为 27.2%, 精度损失为 15.0%.
  

表 10　不同 prompt模板对知识蒸馏效果的影响 (%)
 

模型 方法 HumanEval Pass@1 精度损失 MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 － 32.0 －

StarCoder-7B

学生模型 13.4 54.0 14.0 56.0
模板1 20.1 31.0 27.6 14.0
模板2 20.1 31.0 27.2 15.0
模板3 20.7 29.0 30.4 5.0

模板 3训练的学生模型在 HumanEval数据集上的 Pass@1 准确率为 20.7%, 精度损失为 29.0%, 较模板 1和
模板 2略有提升. 在MBPP数据集上表现更优, Pass@1准确率达到 30.4%, 精度损失仅为 5.0%.

综上所述, 实验结果表明不同提示词模板会影响教师模型的生成质量, 进而影响学生模型的知识蒸馏效果. 其
中, 采用 Stanford-Alpaca模板进行知识蒸馏的效果最佳.
 4.4.6    RQ6: AKD方法的学习策略是否对训练效果有影响？

β β

β

为分析 AKD 方法中   值对模型性能的影响, 本文设计了 3 种   值学习策略并开展消融实验研究. 实验结果

如表 11 所示, M1 仅采用自适应知识蒸馏方法,   值虽是可学习参数, 但未进行额外的控制, 在 HumanEval 和
MBPP数据集上的准确率分别为 18.9%和 25.2%, 虽相较原始学生模型精度有所提升, 但增幅有限.
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β表 11　   值控制策略对基于 AKD方法的模型性能的影响 (%)
 

模型 方法 HumanEval Pass@1 精度损失 MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 － 32 －

StarCoder-1B

学生模型 13.4 54.2 14.0 56.3
M1 18.9 35.4 25.2 21.3
M2 19.5 33.4 27.8 13.1
M3 20.7 29.3 30.4 5.0

 

β

β

M2 在 M1 基础上上引入负损失函数作为   值的学习目标, 如公式 (15) 至公式 (17) 所述, 该策略的引入旨在

引导   值向最大化模型损失的方向优化. 该策略在 HumanEval上将准确率提升至 19.5%, 在MBPP上达到 27.8%,
较M1提升 2.6%, 说明负损失函数有助于优化模型性能.

βM3在M2基础上, 在每个训练轮次开始前重置   值及其学习率, 以增强参数的探索能力, 避免陷入局部最优.
实验结果显示, M3在 HumanEval上准确率升至 20.7%, 为 3种策略中最高; 在MBPP上达到 30.4%, 精度损失降

至 5.0%. 相较M2, M3在 HumanEval和MBPP数据集上的精度损失进一步降低了 4.1%和 8.1%.

β综上所述, 对于 AKD 方法, 参数   学习策略中的自适应学习、负损失函数和参数重置都是必要的, 均会对

AKD方法的代码生成效果产生显著影响.
 4.4.7    RQ7: AKD方法的学习策略学习的参数是否优于固定参数？

β β β为验证自适应学习的   值能够学习到更优的参数, 本文进一步探讨了固定   值对模型性能的影响. 通过将 

值固定为特定值, 直接评估在不同 KL和 RKL散度权重组合下模型的表现, 验证 AKD方法的优势.

β本文在实验中保持   为固定值, 并以 0.2为采样点在数据集上进行测试, 实验结果如表 12所示.
 
 

β表 12　固定   值对基于 AKD方法的模型性能的影响 (%)
 

模型 β值 HumanEval Pass@1 精度损失 MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 － 36.2 －

StarCoder-1B

学生模型 13.4 54.2 14.0 56.3
0 (KD) 17.1 41.7 24.6 23.1
0.2 18.9 35.4 8.2 74.4
0.4 17.1 41.7 18.6 41.9
0.6 18.9 35.4 16.6 48.1
0.8 18.3 37.5 11.8 63.1

1 (RKD) 16.4 44.0 19.4 39.4
AKD 20.7 29.3 30.4 5.0

 

θ β

β β

β

实验结果表明, 固定的   值难以实现最优性能. 当   = 0 (仅用 KD方法)时, 模型在 HumanEval和MBPP上的

准确率分别为 17.1%和 24.6%; 而   = 1 (仅用 RKD方法)时, 准确率降至 16.4%和 19.4%. 随着   从 0增至 1, 性能

呈先升后降趋势. KD擅长捕捉代码细节, RKD则有助于建模趋零概率区域的分布, 二者各有优势, 但固定   难以

兼顾, 限制了性能.

β β相比之下, AKD方法通过自适应学习  , 显著提升了效果. 在 HumanEval中, 精度损失降至 29.3%, 比固定   =
0.6 的方法低 6.1%; 在MBPP中, 精度损失为 5.0%, 较 KD方法低 18.1%. AKD通过动态调整 KD与 RKD权重, 在
高概率区域依赖 KD提升精度, 在低概率区域借助 RKD提取有用信息, 从而整体提升模型表现.

β β此外, AKD克服了固定   的局限性. 如MBPP中, 当   偏向 KD (0.2)或 RKD (0.8)时, 性能均明显下降. 说明

固定权重难以适应不同数据特性, 而 AKD能根据数据分布灵活调整策略, 有效避免性能瓶颈. 总体来看, AKD的

参数自适应机制在两个数据集上均取得最佳表现, 验证了其必要性和有效性.

β综上所述, 固定参数   能提高知识蒸馏的效果, 但其效果不如 AKD方法. AKD方法的参数自适应学习在两个

评估数据集上均取得了最佳结果, 证明了 AKD方法的必要性和有效性.

舒善富 等: 基于自适应知识蒸馏的代码大模型轻量化 17



 4.4.8    RQ8: AKD方法生成代码的质量如何？

本文在 HumanEval和MBPP数据集上评估了各知识蒸馏方法的代码生成质量, 评估标准采用Wen等人 [51]提

出的 20类代码生成错误类型. 实验由 3名研究人员进行人工评估, 对结果不一致样本讨论后达成最终结论. 部分

未出现的错误类型如“TimeoutError”“IndentationError”等未在本文所测试的知识蒸馏方法中出现, 因此不对其进行

展示, 实验结果如表 13所示.
 
 

表 13　各知识蒸馏方法在 HumanEval及MBPP数据集上生成代码的质量评测结果
 

评估类型 评估描述
学生
模型

KD RKD SeqKD MINILLM
教师
模型

AKD

AssertionError 模型创建一个空函数, 使用pass语句、return 0等 235 25 29 27 153 108 29

NameError
Model定义了一个函数, 但是用不正确的名称调用它 31 7 12 21 35 40 11

模型不生成任何内容, 导致缺少入口点 26 1 1 2 28 13 1

SyntaxError
生成代码中的引号或括号不平衡 1 2 1 0 1 1 5

过多的函数生成达到限制, 导致输出不完整 4 0 1 0 6 8 0

ValueError
函数处理空输入失败 1 0 0 1 0 0 1

函数接收到正确的类型但不正确的值 2 3 2 2 2 5 2
IndexError 试图访问序列范围外的索引 3 12 11 12 4 0 7
TypeError 对不适当类型的对象应用操作 15 23 27 38 24 17 36

AttributeError 访问对象中不存在的属性 1 0 2 0 2 0 1
UnboundLocalError 在赋值前引用局部变量 2 1 1 0 0 0 1
RecursionError 函数缺乏适当的终止条件 0 6 6 14 3 4 10

NotImplementedError 模型包含raise以提高健壮性 0 0 0 0 0 1 0

完整性评估
生成的代码完整 343 584 571 547 406 467 560
生成的代码不完整 321 80 93 117 258 197 104

正确性评估
生成的代码正确 92 151 124 161 120 208 186

生成完整的代码通过测试的比例 (%) 26.8 25.9 21.7 29.4 29.6 44.5 33.2
 

从正确性评估“生成的代码正确”的数量来看, AKD 方法生成了 186 个正确代码, 较初始学生模型的 92 个有

显著提升, 并且接近教师模型的 208个, 表明 AKD方法在整体上增强了学生模型的代码生成能力.
在错误类型的分布上, 对于“模型创建一个空函数, 使用 pass语句、return 0等”, AKD方法仅有 29个错误, 较

原始学生模型的 235个和教师模型的 153个大幅减少. 表明 AKD方法在引导模型生成有意义的代码方面具有明

显优势, 避免了简单占位符代码的产生.
对于“Model定义了一个函数, 但是用不正确的名称调用它”这个错误, AKD方法的错误数为 11个, 介于 KD

的 7个和 RKD方法的 12个之间, 远低于原始学生模型的 31个及教师模型的 40个, 错误数量仅多于 KD方法. 由
于 AKD方法是对 KD和 RKD方法的自适应结合, 这一结果符合预期, 兼具 KD和 RKD的特征. 此外, 所有的蒸

馏方法相比原始学生模型, 在此类错误上有明显的改进, 说明知识蒸馏能帮助模型纠正函数命名和调用方面的

问题.
在“模型不生成任何内容, 导致缺少入口点”错误上, AKD仅 1个, 与表现最好的 KD、RKD方法持平, 低于原

始学生模型的 26个. 证明了 AKD方法在确保代码完整性和可运行性方面的有效性, 能提升生成代码的质量.
值得注意的是, 在一些复杂的错误类型上, AKD方法的错误数有所增加. 例如, 因“对不适当类型的对象应用

操作”而导致的 TypeError, AKD 的错误数为 36 个, 高于学生模型的 15 个. 在因“函数缺乏适当的终止条件”而导

致的 RecursionError上, 原始学生模型没有出现此类错误, 而其他知识蒸馏方法出现了 3–14个错误, AKD方法有

10个错误. 这些数据表明, 知识蒸馏方法会提升模型创新性, 促进模型对递归等包含循环算法的尝试.
在“试图访问序列范围外的索引”错误中, AKD 的错误数为 7 个, 高于原始学生模型的 3 个, 低于 KD 方法的

12个和 RKD的方法的 11个. 类似趋势在其他蒸馏方法中亦有体现, 说明知识蒸馏引导模型尝试新解法.
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在完整性评估中, 学生模型和教师模型生成的代码有 321和 197个不完整, AKD方法只有 104个. 在生成完

整的代码中, AKD方法通过测试用例的比率为 33.2%, AKD方法最高.
综合以上分析, AKD方法相较于其他方法, 显著提高了代码生成的正确率, 并能生成质量更高的代码. 与学生

模型和教师模型相比, AKD生成的代码在完整性上表现更好, 测试通过率与教师模型的差距更小.
 4.4.9    RQ9: AKD方法在不同代码生成模型上的泛化能力如何？

为验证 AKD方法的泛化能力, 本文在 CodeLlama和 Codegen-Mono模型上进行了扩展实验以评估 AKD方

法在不同模型规模和任务上的表现, 进一步确认其在多样化模型中的有效性与适应性.
实验涵盖从中小模型 (CodeLlama-1.1B、Codegen-Mono-350M) 到大模型 (CodeLlama-7B、Codegen-Mono-

6.1B), 在 HumanEval和MBPP的 Pass@1任务中系统评估 AKD方法的表现, 实验结果如表 14所示.
 
 

表 14　AKD方法在 CodeLlama及 Codegen上的泛化实验 (%)
 

模型 方法 HumanEval Pass@1 精度损失 MBPP Pass@1 精度损失

CodeLlama-7B 教师模型 22.6 － 41.4 －

CodeLlama-1.1B

学生模型 5.5 75.7 2.8 93.2
MINILLM 7.3 67.6 5.8 86.0

RKD 9.7 57.0 5.4 87.0
KD 10.3 54.3 5.4 87.0

SeqKD 7.3 67.6 8.0 80.7
AKD 11.0 51.2 11.2 72.9

Codegen-Mono-6.1B 教师模型 24.0 － 32.5 －

Codegen-Mono-350M

学生模型 12.11 49.5 14.6 55.1
MINILLM 12.8 46.7 9.0 72.3

RKD 12.1 49.6 11.8 63.7
KD 13.4 44.2 12.6 61.2

SeqKD 11.6 51.7 12.0 63.1
AKD 18.3 23.8 21.0 35.3

 

在 CodeLlama模型上, AKD在 HumanEval任务中相较其他知识蒸馏方法将精度损失降低了 3.1%–16.4%, 在
MBPP任务中降低了 7.8%–14.1%. 在 Codegen-Mono模型中, AKD的优势更为显著, HumanEval任务中精度损失

降低幅度达 20.4%–27.9%, MBPP任务中则达 25.9%–37.0%, 展现出卓越的稳定性和任务适应性.
实验结果表明, 相比现有方法, AKD能更有效地降低学生模型精度损失, 具备良好的跨模型泛化能力. 现有蒸

馏方法虽能在缩小模型规模时保留部分性能, 但在大规模差异条件下效果受限. 相比之下, AKD通过灵活调整知

识传递机制, 显著提升了小模型在多样架构与预训练数据下的性能表现.
 4.4.10    RQ10: AKD方法在其他数据集上的泛化能力如何？

为讨论 AKD方法在其他数据集上的泛化能力, 本文引入了开放指令微调数据集Magicoder-OSS-Instruct[55]进
行实验, 并采用更具挑战性的评估数据集 Humaneval+[56]对模型进行测试. 该数据集相较于原始 Humaneval基准测

试用例, 规模扩大了 80倍, 能够充分探究代码功能上的不足或极端情况.
为了评估 AKD方法的泛化能力, 本实验以生成效果最好的 StarCoder作为基座模型, 增加了 DeepSeek-Coder[57],

对比 AKD方法在不同基座模型上的效果.
已有的实验表明, MINILLM 及 SeqKD 方法消耗的资源及训练时间远大于其他方法, 本实验中不再比较.

CodeAlpaca数据集上的实验结果如表 15所示, Magicoder-OSS-Instruct数据集上的实验结果如表 16所示.
从表 15 的实验结果可以得知, AKD 方法在 StarCoder 和 DeepSeek-Coder 上均显著降低了精度损失. 对于

StarCoder系列模型, AKD方法在 HumanEval(+)数据集上的精度损失从学生模型的 54.2% (50.2%)降低至 29.3%
(26.6%), 在MBPP数据集上的精度损失从 56.3%降低至 5.0%. 其他方法在 HumanEval(+)和MBPP数据集上的精

度损失在 41.7%–44.0% (39.9%–42.5%)和 23.1%–39.4%. AKD方法在 3种评估数据集上较其他基准方法平均降低

了 13.6% (14.6%)和 26.3%的精度损失.
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表 15　CodeAlpaca数据集上不同方法对 StarCoder和 DeepSeek-Coder性能的影响 (%)
 

模型 方法 HumanEval(+) Pass@1 精度损失(+) MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 (23.3) － (－) 32.0 －

StarCoder-1.1B

学生模型 13.4 (11.6) 54.2 (50.2) 14.0 56.3
RKD 16.4 (14.0) 44.0 (39.9) 19.4 39.4
KD 17.1 (13.4) 41.7 (42.5) 24.6 23.1

AKD 20.7 (17.1) 29.3 (26.6) 30.4 5.0

DeepSeek-Coder-6.7B 教师模型 47.6 (40.9) － (－) 57.6 －

DeepSeek-Coder-1.3B

学生模型 29.9 (26.2) 37.2 (35.9) 42.4 26.4
RKD 32.9 (26.2) 30.9 (35.9) 43.6 24.3
KD 31.1 (26.2) 34.7 (35.9) 41.2 28.5

AKD 34.1 (27.4) 28.4 (33.0) 44.2 23.3
  

表 16　Magicoder-OSS-Instruct数据集上不同方法对 StarCoder和 DeepSeek-Coder性能的影响 (%)
 

模型 方法 HumanEval(+) Pass@1 精度损失(+) MBPP Pass@1 精度损失

StarCoder-7B 教师模型 29.3 (23.3) － (－) 32.0 －

StarCoder-1.1B

学生模型 13.4 (11.6) 54.2 (50.2) 14.0 56.3
RKD 18.3 (12.8) 37.5 (45.1) 24.8 22.5
KD 18.9 (12.2) 35.4 (47.6) 25.0 21.9

AKD 19.5 (13.4) 33.4 (42.5) 28.8 10.0

DeepSeek-Coder-6.7B 教师模型 47.6 (40.9) － (－) 57.6 －

DeepSeek-Coder-1.3B

学生模型 29.9 (26.2) 37.2 (35.9) 42.4 26.4
RKD 33.5 (29.9) 29.6 (26.9) 46.8 18.8
KD 34.8 (32.3) 26.9 (21.0) 47.8 17.0

AKD 36.6 (32.3) 23.1 (21.0) 48.6 15.6
 

对于 DeepSeek-Coder 系列模型, AKD 方法在 HumanEval(+) 数据集上的精度损失从学生模型的 37.2%
(35.9%)降低至 28.4% (33.0%), 在MBPP数据集上的精度损失从 26.4%降低至 23.3%. 其他方法在 HumanEval(+)
和MBPP数据集上的精度损失则在 31.1%–32.9% (34.7%–35.9%)和 24.3%–28.5%. AKD方法在 3种评估数据集

上较其他基准方法平均降低了 4.4% (2.9%)和 3.1%的精度损失.
从表 16 的实验可以得知, 在 Magicoder-OSS-Instruct 数据集上, 对于 StarCoder 系列模型, AKD 方法在

HumanEval(+)数据集上的精度损失从学生模型的 54.2% (50.2%)降低至 33.4% (42.5%), 在MBPP数据集上的精

度损失从 56.3% 降低至 10.0%. 其他方法在 HumanEval(+) 和 MBPP 数据集上的精度损失则在 35.4%–37.5%
(45.1%–47.6%) 和 21.9%–22.5% AKD 方法在 3 种评估数据集上较其他基准方法平均降低了 3.1% (3.9%) 和
12.2%的精度损失.

对于 DeepSeek-Coder 系列模型, AKD 方法在 HumanEval(+) 数据集上的精度损失从学生模型的 37.2%
(35.9%)降低至 23.1% (21.0%), 在MBPP数据集上的精度损失从 26.4%降低至 15.6%. 其他方法在 HumanEval(+)
和MBPP数据集上的精度损失则在 26.9%–29.6% (21.0%–26.9%)和 17.0%–18.8%. AKD方法在 3种评估数据集

上较其他基准方法平均降低了 5.2% (3.0%)和 2.3%的精度损失.
实验结果显示, AKD方法在不同的训练数据集及评估标准中, 均能显著降低模型的精度损失, 提升代码生成

性能, 具有很好的泛化能力.

 5   结论与未来工作

大语言模型虽然在代码生成任务中表现出色, 但其巨大的参数规模和显存需求限制了其实际部署. 小参数大

语言模型仅需大参数大语言模型约 15%的计算资源, 但直接使用小参数大语言模型会导致性能下降. 由于数据质

量等因素, 直接采用 SFT 方法无法提升小参数大模型性能, 无法满足实际应用需求. 本文针对代码生成任务中大
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模型因需要大量计算资源而难以在实际环境中应用的问题, 提出了一种自适应的知识蒸馏方法 (AKD).
AKD 方法通过自适应地结合 KL 和 RKL 散度, 成功地将教师模型的知识蒸馏到学生模型中. 实验结果验证

了 prompt的重要性, 合适的 prompt能提升教师模型的代码生成质量, 提高学生模型学习的有效性; 相较于使用单

一的 KD 或 RKD 方法, AKD 方法显著降低了学生模型相较于教师模型的精度损失, 正确率仅牺牲 5.1%. 同时,
AKD方法能减少简单且常见的错误, 鼓励模型尝试新的编程思路, 生成高质量代码. 在资源消耗方面, AKD方法

的显存较 KD与 RKD方法训练所需显存的 54.7 GB仅增加 3 GB, 训练时间增加 30%, 但额外的资源开销能大幅

降低学生模型的精度损失.

β

β

本文还通过对自适应学习中   值的学习策略进行调整, 在 HumanEval及MBPP数据集上进行多组实验, 证明

了自适应学习   值的必要性和有效性. 此外, 对不同架构和预训练数据的模型进行实验评估, 发现 AKD方法在多

种模型都展现出更低的精度损失, 证明其在模型上的泛化能力. 最后引入指令微调数据集Magicoder-OSS-Instruct
和难度更高的 HumanEval+评估数据集, 进一步验证 AKD方法在其他数据集上的泛化能力.

因此 AKD 方法能够灵活调整教师模型与学生模型之间的知识传递方式, 有效降低学生模型的精度损失, 具
备实际应用价值.

本文未来的工作主要包括以下 5个方面.
(1) 提高代码生成质量: 本文将在降低学生模型精度损失的基础上, 提高代码生成的整体质量.
(2) 研究更大规模的模型蒸馏: 由于计算资源有限, 当前的研究主要针对参数规模在 1B–7B的模型. 未来, 本

文计划扩展硬件资源, 进行更大规模的模型蒸馏.
(3) 优化资源消耗与训练效率: 未来工作将优化算法结构, 减少资源消耗与训练时间, 提高蒸馏的效率.
(4) 拓展到不同模型架构之间的蒸馏学习: 本文计划将知识蒸馏方法拓展到不同模型架构之间的蒸馏学习, 验

证 AKD方法在跨架构模型间的适用性和有效性.
(5) 扩展到更多软件工程领域任务: 本文计划将 AKD方法应用于更多的软件工程领域任务, 进一步验证该方

法在其他领域的应用效果.
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