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Automatic Migration of AI Source Code Between Frameworks Based on Domain Knowledge
Graph

DING Rong', LIU Yi-Zhou?, WANG Yu-Qian’, LI Yi-Qi'
'(Institute of Artificial Intelligence, Beihang University, Beijing 100191, China)
*(School of Computer Science and Engineering, Beihang University, Beijing 100191, China)

Abstract: As the foundation of Al deep learning frameworks play a vital role in driving the rapid progress of Al technologies. However,
due to the lack of unified standards, compatibility across different frameworks remains limited. Faithful model transformation enhances
interoperability by converting a source model into an equivalent model in the target framework. However, the large number and diversity
of deep learning frameworks, combined with the increasing demand for custom frameworks, lead to high conversion costs. To address this
issue, this study proposes an automatic Al source code migration method between frameworks based on a domain knowledge graph. The
method integrates domain knowledge graphs and abstract syntax trees to systematically manage migration challenges. First, the source code
is transformed into a framework-specific abstract syntax tree, from which general dependency information and operator-specific details are
extracted. By applying the operator and parameter mappings stored in the domain knowledge graph, the code is migrated to the target
framework, generating equivalent target model code while significantly reducing engineering complexity. Compared with existing code

migration tools, the proposed method supports mutual migration among widely used deep learning frameworks, such as PyTorch,
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PaddlePaddle, and MindSpore. The approach has proven to be both mature and reliable, with part of its implementation open-sourced in
Baidu’s official migration tool, PaConvert.

Key words: deep learning framework; code migration; knowledge graph; abstract syntax tree (AST)

jilll3

1 5|

N LA Re RSB — R R A A= b AR o ) B FE RS ), IEAE B ANA BRI . Forh, VR % STHEZS R —
N TR R R 0 51 3, R M E N TR ARSI, Bk, PR SIHESR 5 T AR FA Tolk 7t
e B2 AN, BB Bk 9y G A Ry, SR OTIRIR FE 2 ST RESLUN N R 35 42 114N 53, 1 PyTorch. MindSpore £l
PaddlePaddle*/%.

SR, B PRBERE BRI RE L . MO 2, ARSI T k. — 5T, &P (1 R A4 3T e LUE A
hER R BRI RIFS S, G T — DN NREE S SIS AR SN By, VR FE 2 SRR 8 . P[RR
RLFEAAT R T BRI, 53— 77T, BV AR IR B 2 I HESE D7 T e e R R 3A & g r 1k im A /1=l
LEFS, TG T 2 AT se bR . T BB B A SC SR AN G BT AL B2 FH 22 DA A6 Z BT S i, B 2=k A:
AT, “RIEF R BIR N, Rl B =) R ARRL SR, B ERES ISR A 45, A A 1A IS i
KPR, BhZ AR B4R S B @R, T EH2) TR E B EEARA SRR, g, JEN RS
B RS2 EC 2 E B UL E 4 PyTorch F1 TensorFlow 25 10 JZ HE 42 AR AL 82, (ER 3L F5 44 MindSpore HEZE 45
R ; MindSpore FMMFARER BE 5 SIHESE T (LAY [FIRE AN e ELARAE S G A PR3 T IZR. AT RAFIAE S
S ESE E N AL R IR SR BE, B 70N 7 R B IR R BT I8, 00 J5 R B R s R AT 1
SpAYGELE

T R BRI R, I HESN IR E B R ISR PR A R, SR — i SR B A STHE 42 (R B RS AR RS H B
TR TR A O B

ST H LB 2 I 8 A B AR A A [ V2R B8 7 ST R B IAT AL U I S 3t — Bl o 280nT 47 OAREE B B i 4 07
%, WEIEE A — /MR B 2 S HE SR S 5 BB B AR TS e % 10 48 31 59 — PR FE 2% ST HESR B4k BT n 5 81T, £
WTH IS T A (R BE 2 S HESR (8] 557 22 e {5 B B AN R B3 L 8 I 2 A BT A AT B R . BRI
R HRTEN A o A 22 D0 2 A R AT AR P AR DA AN RV B 2 S HE S 1] () A B ARS8 B 4 B0 AR 1 Al

A EFETTERA T : (1) $& T TS0 1R P (092 B8 2 STHE 28 (B 4SS B ARRE AT 7 2, R R b A 1 ARRE T
FEI A S E AR L. (2) $R T IR B 2% ST AR B AN R IR B 5 v, AN [ B0 SRt mh ey B HH 4 8 2 S AR BRI B A5
B, Rl @A FRIAESL ) () B e S 402 R RS S, fe 2R 8 AU iR B, DA B B R 78 i AT A AR
TBRIEFRS. (3) 2 H T —Fh3E T R iBEM (abstract syntax tree, AST) FIARTUARED TR )4, 40 T AN [FAE 2L a]
PR ELARRE T AR, 1R M BUARDIE R I PR RE. (4) A SCTEBIR FIFAT IR RME EREAT T 3 PR E 2 ST HEZR (AR A
A ELABIE A% (R0 LSR8, HA T A% Bl R A58 5 IR B 2 S U 20 FR I 0 b SR 50 SR ok — 2B B S 2 AT 2 1
BRI, LI g AR I, A SO I 7 R R R T R BOR, T A DI RE IE A VEFURS FE R, #540 UR © & R Z
HE RiEH T H PaConvert (https://github.com/PaddlePaddle/PaConvert) .

ASCE 2 TN BEAE WA AR, 28 3 150 AT O inl /LA T AR SO A B AR HE SR 28 4 A RA SO iR B
ARSEINARNT. 55 5 AN T SRR J5 A A T T R R S DA K SRS I BRI SRR 45 R B, BB 6 TR AR L AR

2 HEXIE

TR S5 L VR P 27 ST R R B TSR 22 I 28 22 4 (ONINX) " # X, 80 T SR AE AN IR BL 25 2% STHE SR 8 11
ST R B ONNX 5 LT —4L 5388, - & 5T bR i ORI 5 550 AT BURL () ] 58 FLPE. e (ALY e 8 7E
—ANHEZE AT YN R, SR 5 TR B 53— HE LR AT HE 3 A1 L YSAE 2 F I8 P8 2 SRR ] DA 2 8 8 i, ONINIX A2 2,
SR R ONNX AL e i H AR HEZR KR L 2 ST
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2018 4, K T MMdnn™, —ANFIRID . 58100 ATSERTRFE S I3 TR e MG 10 A B S T
—/NEY R R R 58K, B 2 Y FF Caffe. Keras. MXNet. TensorFlow. CNTK. PyTorch A1 CoreML ZFHEZE
FAEAT B A6 B MMdnn 2% ONNX HESZLR A T — R Bl 8 T 45— AR (IR) 17120k R Sutt b 5446,
T R IR B 4y 22T 1T B I IR SRR (DI, SRS T4 AR ZE K% 5K, RRBRAR T LRE S A

2019 4F, HEERAG T RS TR T A X2Paddle. AT Ei& ) ONNX A1 MMdnn 7] OEAS[RIVR FE
25 S HE SR AR RS R AT AR #64:, X2Paddle 72 [ 30K; Caffe. TensorFlow. PyTorch %5 i iR FE 2% ST HE S8 R 54
345 PaddlePaddle B2, SERLAR Y B HE QLT RS A1 BB S Pk PyTorch I H 9 1 Python RS (£L35 Il 25
ToUI) — i R T TR SR SR A T B ARES, BT R R Il .

X2Paddle f{I#% 0 J7 B2 KA A 40y PaddlePaddle HEZR (¥ 5L IEIA S 4L, I PaddlePaddle HEZR (1 255
Be IR A SR AR, SEBURBLEY (1 i G EE AN 2. BT LA N PR LA B BR: 35—, X2Paddle 1 26N Ek R iA 1
T IR AR Y (1) S TR0 4 A g Sl b o 2 P T SR B, AR SR AR AR B T 5 [, X2Paddle 2 H Bk R
PaddlePaddle AESL 1T 5, oK IR AR Y 1) S 408 ¥ 5 PaddlePaddle #5320, 55 =, PUATEhFEHHEAE, (RAT IS B
TR

{HE, 3T X2Paddle #EAT ARSI 4 35 B0 FH 38 T3 b A7 e 0 (0 A QRS Tl Ak 288 DA R e o J5 RO AR Ji5 AL 3. )
1, 1F-#64)> PyTorch #:4E 72 H i PaddlePaddle ¥ A SCRFIERAE, M AL R4l 55 200 FH & T30 X 50 0 R AE 2
Krel 0, a0 A S HF TensorBoard [H 3 FEE 4155, th4h, PaddlePaddle 7E43 FH A 30 45 FR i, {3 & 75 BL4E
A S5 F B RS, 10 B & X Dataset %4414k 7 H paddle.io.Dataset. #4311 F DataLoader ) num_worker
RAEN 0 55, XL 55 B0 Al & T2 AT TRAR B AN Ji5 A0 B A5 A AR O 8 I T I & 1 47 4H.

2020 4F, MindSpore 1 T MindConverter, B & — R 5 BT T B, £31445 ModelArts R 242 =)
SEE MmO R A E Bk T A, T PAPLEE RS R 5T & PyTorch (ONNX) 8% TensorFlow (PB) #:%! | MindSpore
HEZL R . #5790 F (ONNX/PB) £ 4 P45 B TR 45 ) (network) SAUE (S L (weights), 3T/ J5 % 42 i MindSpore HE4E
THIARA E XA (model.py) SR E S (ckpt). MindConverter f424) 5 X2Paddle 2161, 2 B ks PyTorch
(ONNX) 2 TensorFlow (PB) # A4 s # 2] MindSpore T{# A, [FH] $2ALEE T4 GABEM 1) PyTorch BIAIT#%.

MindConverter [ SEFJFEH 25 UL R JLAMPER: 55—, MindConverter 15 26 INEE GRS, JFARARE AT ()2
BN & MR R R TH L 38 =, MindConverter #4 J5 4R 45 B 5 4y v () 3 7t o 9ilt R B v v B0 JR1 4544, 1%
H AT DL (AR AN [R]85 SIAE S 2[RI HEA T 1646, 55 =, MindConverter ¥ 1 [8] R 7% X AR 5 46 MindSpore
RE A S HEZE Y. B )5, MindConverter ¥4 54t J5 IR 1 5t 2 MindSpore ¥ 5 2 STHE 22 AR B ST A4, F7] BA
B H(E MindSpore HESE [ EATHEIL AN E

{H,%&, MindConverter £#7E LA T [ #l: 38—, BT MindConverter i 8 #64 T A FCONE I3, FrES H
ONNX HiZ  fEI, 758 PyTorch 51 S AH M ) ONNX &1, 3 H X4 T MindConverter A& 37 1) ONNX .1
5§ MindSpore 5T WL, K< LA B BT o e e i ) R 3PSR8 7, R Fandirige =, BT
T A 4 T HL DAHEIR AR S04k ONNX SCfF, vl e S8 )5 5 1% 2R inl /@4 Dropout 57 &K, FEM 7 F3)
#h5. %=, MindConverter 24 F{L4EH 1.6.0 A1 1.7.0 WA, JGE:4E4 TAE UK IZ 8 1] 1.7.0 4, I H Mind-
Converter M 1.9.0 FFUEHEAN TR, B WSO RACRE tRHE 2 T 42

2022 4, HEFE 7H RIS #: T B PaConvert, 1% 1.5 1T DL H 20K HoAth 8 B 5 STHEZE T I 2R sl 2R 4R
i, iIE# 2 Paddlepaddle HEZE N 1) H AnAXRS, J5 Pl b /7 B B ARG IE R . 5 X2Paddle AN[E], PaConvert 14 4l
FAVERAE N [ R R T ARADE R, & S0 S N A B ARG AR AT 4 SB VAR, X FLHEAT AT . m P, UTIE.
Gt B HRE NS S FhERE, SR 513 BT PaddlePaddle [l RIETER, 55 42 PaddlePaddle HEZL T AR AD.

ANFZ ATET, PaConvert {ff FN TRHHE L (8] 87 22 5345 RARRETE SCAS SO, SRS I 7 JF R A R R S
AR, It BN G 3T MOCAS (58 31k 4C. kA, PaConvert H AL PUIIEY EL, U588 F & T8 T B AL FE &
pad HT. is_available 7 fl is_initialized 5 7%.

25 ERR, RZHCT R N SCFR A R HESE B m i £ B B MEZE T, 4l 41 PaConvert R S H7¥ PyTorch HEZE R
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IR ARAD B () 3L #% 3] PaddlePaddle #E42 T, MindConverter [R]Ff R 3¢ PyTorch B¢ TensorFlow [{I%5 1 4% 4 B
MindSpore N RERY, Toidk ¥ BGHE 42 (AR Y AQRD HAH L e ) R 73535 b4, X2Paddle 581 #% L H AT X 45— X RHE
ZEAN H AR HESE AR T BT AR A B I WU B, R GCIFAE R MR M, B AR EZRHCE A N, A U5 R R 2
[E9 OMN), A s B et 22, 45 B 2 SRR R EOR HEAE A [R) R R s ok 7 LR IV BELAS A Bk k.

3 FEHEZRR

3.1 KHEE)E

JE SURFE S IR M, FEIRR % SIRER TSN €, BARIRE 5 SJTHELE SARIDH €, TR STAESE
Yo ARRY Fr RAE AR B X N I JE 3 B (directed acyclic graph, DAG), NiZ 45 B4 0] DL SUN:

M ={V={uw}Y,, E={(,u)},, P=1{p} (1)

Horp, vAREAT SIS, BT A Bon AR E S SER P EANET, B XN u.op. ERFHWNES, Bk
11, — 5 RSB w, TR H 5K B AR B N oK A 4G w, 9 A, FFEN R TE u, W RUBAT S8 SR 5 u, 9 BT RE
FRURHAT. BB M A — e AT AU a8 G0 ARG 28 S B N B 10 i, X ST AR A A B SR TR S
IR, FRIEE AR K B I T AR R MR, AL, BT M % RS AR AU K BT
HER. PREBSEES, B p MER—NESH, WHLE KD (batch size). %3] % (learning rate). %K%
(dropout rate) &, UHHT AR, B M AR & —AAT DIBERR v ), I R

TR Xiepr s Zieg FORETRE, WTKBEITA X =< X, X,,..., &, > KR THEHEFIRMA, KETHZ =<2,
Zoyeoy 2> R BRI, 2 F REUm i3 NGRS IR B n 4850 KB H T op IECEREL T op

<Z,Z,..., Z,>=F,, (<X, 4,..., X, >) 2)
IRAE LR 5 MBS EE S, KRB 2 SRR A% S5 1E 9 AL R MMdnn (95€ 3C, 312R A 2 BL R
ANZEAE, TR HET B I IAR S 2 ST ARSI A 57
(1) EESVENE: G SRR IR SRR L 2N © IRRAEMIAE T M, =< Vi E\, Py >, NOZIEE A B 2hiE
ok AR A BVRHEZE T A C, FTaRAERIRETY My =< Vy, By, Py >
Mk oMy A(Py = Py) 3)
(2) TE BN AR A BRI SR B TTH X, JFEHESRIR L2 SIS € FrRAE R M, R 2 s i s
BRI B SR8 5% A R R B ARESRARAD C, PITRAE RIS M, Rz B2 IR BRI A5 R 2
Z =Fu (X 42 = Fu,(X) “4)
L3 PR, ASCHY bR A BT R S A A R R 2 27 SIHE SR IR B R ACARD ) B Bl A% 77 %8 R AR 14X
1 3 Prom & — LR L 2 SRR o= 451, St of EEAS [ R B2 27 SRR T A R RS20 of 82 o 22 X 2 AXHS, T DA
A2 57 A B AR, IF S 3t PEAACRS I A2 1) S

X5 1. PyTorch HEAL T (14 ] BLAR B4 AXAL,

import torch
from torch import nn
class Model(nn.Module):
def init_ (self):
super(Model, self). init ()
self.conv_layer = nn.Conv2d(in_channels = 3, out_channels = 64,

kernel size = 3, padding = 1)
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def forward(self, x):
o = self.conv_layer(x)

return o

XL 2. PaddlePaddle HE4L T ) a7 BAR AR AT,

import paddle
from paddle import nn
class Model(nn.Layer):
def init_ (self):
super(Model, self).__init ()
self.conv_layer = nn.Conv2d(in_channels = 3, out_channels = 64,
kernel _size = 3, padding = 1)
def forward(self, x):
o = self.conv_layer(x)

return o

X85 3. MindSpore HESL T i ] FELAS AT,

import mindspore
from mindspore import nn
class Model(nn.Cell):
def init_ (self):
super(Model, self). _init ()
self.conv_layer = nn.Conv2d(in_channels = 3, out_channels = 64,
kernel size = 3, padding = 1, pad_mode = “pad”)
def construct(self, x):
o = self.conv_layer(x)

return o

i3 e IR AN [FIHESE N AR AR AT 0, AR SRR AS B ARAE T LR LA

S5, R R 2 A TR [ 2H A RS B 8 30 o 2 2R TR R e STHEZR I B R SE B, TR SN R L 2 )
HEZR [A)RE R AR (T A%, T 55 BRI e B 7R AT Bt AR, AN [F) TR B8 2 STHE SR A 4 A 1 5 55 2 0 05 AN S A,
T2 HSH A A — 8 2 5P, W I (0 2 1 I 2% 25 K4 FT U A Sequential J7 A I, 17 %o — 14
ELELSZ R R IR 2 5, W] LA T Layer 12858 7 AORBEAT B ACRS (¥ 25 5 55 DR, 00 3R LR AE 714 o 25 T i
ITHRANEHZH 2 FE I, NIRRTy 0 Rk,

S5 HES 2 TR T T RN, H R S AR 2 ST e 8 I 2 A R AR S A R Y 4 MindConverter 22K AS A
HEZR 8] fh 22 545 B AR AE R A B Hh, SRR R IA BE J0 8 8S, KniR 5 AR 2 (a4 & Rl s, TR e 2 S HE AL
S B AR IR AR5 P 2 15 L3 U5 9 X A RS S AL S il AR 3o i, I B FH AR OR A PR . LR Ui, A7 it AR 2R
RS B OR RO I —, BOERIE — X 22 83 20 2 MU SC R, B0 PyTorch ££ 347 $d AL LI, 75 20K
HARERRAE SN R, LRI IRBERIIFAT S5 S 8% N\ DataLoader #2 M1, DLSZIEA XS B Th A8 19 £ 154K, 1M
MindSpore [KISRFEAS X G UL L 73t RPN IFAT 45 S 40T AFE QU B4R X S A% N, th v LI B 4 9 07 1
HesE X, AN AL PyTorch —FER F A RIIN A, SRABLAI R A5 SR & 5 P R IK BE 0 S 5t 0 PR 45 A i AT A i
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e A, FEAGTEARAD S LGS B ST R P & AR B I v, RO T4 1 SR PRAEZE T IARRSIE A8, Joikid B
Ja SRS R AT R

BEAL, BRI ) 5 B AT A AR B R EE . IR E . NS RN I S B, Hoh
A% O B RIABE BB T IR, %0 SR E T AR I A A e 1) R T ) M B SR B, I ELRT DIARAE A R # F5 SR oK X
BRI G B S5, AN TP IR R @R B ST E AR 5T BRI TE 2 B
FARACT LT85, LR TEA FVR S 2 S HEZE T I E ST E BRI AN E T RHESHEWAR, BEZEN
— B SR RIISE T, BT LA SO 7R R B S — X — R RIS A S ECT S TR
3.2 FHIEESR

BT BRI, ARSCH R A AR B SRAEEAE S I B A OC &R BT AR B LRI AR B B, WTRR &
TR A (SR AN J: K96 R, FF BT LLBEE H7 A0 0 0N 170 30 25 58 37 DA S HEAT R0 R A5 RD IR 26 B £ 5 44 1L
FEPETT DURDE B TUAR AR 75, SCRFER TR PEAIOC RAF I B 4 25, 1SR & 45 R T v i Al v ik, B &3 1Y)

5 BRIEFE AR EE 1. RIS, Kl B0 G B G5 iR IE & 5 5 SO AT IR FE S I RE SR I AT A, $2 T U5 B
SREUHEE. DR, A SR A iR 5 AR AH 43 5 1) AR, A 248 (] 35 72 A5 B AR A 7E U TR B R, DLRRARAE
LSS B2 EINFE A M, IS 15 B0 RIE T R AR, IR s IEan_ B sl B AR AD 1 5 shid
FERE, AT BUAS [R5 S e 4 (RS B AR A | 33 & 10 H 1.

e Ab, 25 B B AR BHE R A SOE R RAE S A ¢ H BRI Bk S5 M I R 450, 1A TP 4
TR 5 A& 5, DRI AR SO R il B AR A D v 1) B0 225 4 SR S RY (¥ B i B, WA TR TR B 5 R A 2R A
N T AT AR B BN T4 'S 52 1 B S RU  5 BUSCA R = AN T 1 1) R, 38 = DI R I PR R, A2 sl
ANGRIE 5 S HE S B R AL AR R AR E BN E R 22 [ Y AR SR, A ST iEE 2R G ] 1 o,

AR AR P Y
@_' Jé%ﬁ; Smﬁéjg"”‘
e A —
Y
@_, G %-M%Eﬁiﬂﬁ H b @
fl BT AR U R S SEATASE R
Vi FFR I

BT SRR B A HESE (R AL PSS A8 T i HE
ASCITTERER Eh 4 AN FR S ALK, CLAR AU IR B AR B i SORTE AT B, 3 GO A R D S AR
AN GIEVE M I AT, Herh, USRI IR T M AR R 4 S 2 T I 7 R R AR R AN R TR P 2 ST HE SR )
ST W O 3R, N B AT AR AT A% B AR S UL Tl ey SR AT V0 A AT AL D R 22 RO LA v 2 AIE AR A 5K
5 B AR AT B RAEVER, I 5 HARHE S — AR B i A VE N USRS R IE R U S AR 50 B P45 3
()41 BT P 2 T R P AT BT 1 s P A S A, 49 3 H BRIR BE 2 STHE SRR (il SR TE W B )E, SRR
TEVE I SR B A SRR i R SO H ARHESE T ROR AR,

4 KRR

4.1 GUEFIREEADERR

H 3R AT R, REAS [RTHE 2 ) B 22 A R A fif A2 s AR rh 2 R BRI RIB BE 0088, 0 n, ANFRITR
S STHESL B 557 (B AEAE 2 AFAE 2 X WA R &R, HLIF) —HEZR A 75 2255 8 11 HI U 4 PyTorch (%45 £ 0 2%
ST R AL RAR RO SR 5 A FIHEZRA] 75 2255 F8 51 % A 1 PyTorch HEZR (KR 45 5 1 i ZL AL
PEERSL T, T MindSpore HEZE A G2 51 75 22 5 R MOBCR AR & 7. I 2845 2 J0VE B A R A U A R AT
JEIL, i R P (1 B A R P S A A R AR S
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S I SN R PR SR T R PRI A R T, T SR R AR B AT B AR T R G R B A A A S A
BRI B 7 75 2 H BN S B AR HESE S 5 (8] BB ¢ &, DRk iR 83 vh 75 22 424i# Py Torch. MindSpore.
PaddlePaddle %5 8 Py AU FE 3 STHEAE 4 LT AR HEMEISE WO 56 2 RS . 1, 301000 P
AT L ESE: R BRI, BT BETS8. ETRAME. ETREUE, 0058 R 5 AHER
WRRGHELL A C R, H, lERN R RO EHEREETRXR., BT RHRSHN KR SE B RRR) K
RURET RHERMMERI R R, ERAICR A H T RPN SR SERMUR SR, #07 mAR Bk 1
K 2 iR,

L1 AU RS T
R FR% (label) J&ME (properties)
name: VR 52 S HEAR 2 R
version: VR 2 SIHESR IRA
framework: FITJ& HIVR BE 2% S HESR 42
name: K4 FR
framework: FITJ@ FIR BE 2% S HEHR 22 7R
name: HFH K
full_name: 5 FI 56 511 FH % 1%
version: V% S HEZL A
framework: FITJ& (17 B 2% S HE B 24 ik
operator: FTJ& 15T 2K
parameter_order: %S H7E FT AL S 40 I 175 {8
Parameter name: 4K
dtype: SR L TR/ SH RIS E H
default: ZHERINE
optional: Z4{ 1) m] ik P4

Y Framework

AT Module

BT R Operator

W
s
=
\|:_

F 2 AR e R

KRR A (type) J& 1 (properties)
HEZET R AL AR classOfFramework name: TIEREIZETT I A TR
FAT R HHE MK R subClassOfClass name: ATIEFERIZETT AUHI A AR
KW REHE T AMMKR  operatorOfClass name: FTERERST7 FU AR

parameter_order: T3S 1T mAE 2 BT H T BIS H2R h I AL B IGUFP{E
name: PTIEEIIZH mUIA TR
input_order: TR (1157 5 7E 2RI S 1 A B3R i b (14 5P B
name: BTSRRI T RUHIA TR

HY W RS SHOW SRS R parameterOfOperator

HY W REHMAN ARFRR  inputOfOperatpr

ARIMEZL RIS 9 IR 98 &R equivalentOperator framework_name: HARHESE 4 FR
ANRMEZE IS H AR &R equivalentParameter framework name: H FRAESL LK

H A, IR 2% SJHE S840 PyTorch A1 MindSpore 285 J7F & # 2  7 VE4HK) AP 3C#Y4, MindSpore £l PaddlePaddle
SR AEIX WA T H 5 PyTorch HESE I 5 WU G Z SORY, A SCIW FU3R At 1 ADRESCHE. SR, DR SRR FE
S STHE S By J7 3 (46 A Tl 58 SORY B P 3R B RO AE 22 1R S R RSB AR, 5 2R DL K S B i o8 R AR /b IRk
ARSCHE T — PR FE 2 ST HE SR AN R B 77 V25, b EDC L P B8 2% 0 HE R SR N 1 B A S R G o, DU B 3y
RET RSHIZIRAE B, SREUN K R I A B 20047 1 UK B 7, AR IE R4 (458 Beri.

FLARSR AL, A SCHE T 0 28 1C s AR DU TR0 U P R 7 v, M AT IR B2 25 ST HE 4R A48 1 B 7 SR 1Y sl o
JRE H I 5 2 S R BT 5 7145 2 DA Z B 5 AL DX AR 38 (140350 43 IR B 2 IR BRI ST IR BRI 56 R 1B 8., SRS T I
TUA A, IREUE U5 Bon s, RN SRS BT8R E e, BRI, IEM S — EALS45R0E. BaRiERm
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JHE AR I ZRIEULHS . 777 B AN L 8 58, & 20 TE B SCA K 2 N ZEAT 20 F L AR AN 72K, A
R HAE . BRSO PR E R AN HESFAT IR SFOe R AR, TRAEEOE A A A — k.
RGN ARAE 2, REAN AR . ARG 15 A% AL 5 48— A7 il R 5 K5 T (19 TSON ST

FEA B R RIR G, 976 0 HA N B BHCHR P v . AR SR T TS (90 k0 8 P A T 7 Y2 R A S Ak R
PR, 1 SE R iR B O TOUR B D B (K SRR 5 4, S5 B0 TR M R SUAIOR IR 5% R A 1k, 485 R0 H
SRS R K TS, IFESLEATZIE R IR GG, BRI, A SORRELRAR 9 T Rn R BT f T = 4
L, IR TARIRAE ) R ml H T RSO /%, e e BB T AR 105G 2. AR Neodj KAF
filr L3R 5 ST 503, AR HE BT A B A% 504 i Cypher 8 41), J14 5 F 30 BIAR, 38 b € s IR pTH B 1 52
TAE R, BT RIURAE Neodj I EH e v T e s R iR B 122 JBT 8 4 R R AR i o g R iR I il i vk
RS A Y, AU TR BT A B R A HE SR A0 1] 2 s,

AU A AR

‘ P JSON Cypher
e [T | BORWEEE | e | Cypher 5
gR: gi=Tn | | s
Eﬁu ': AL\ & - T
*@gﬂfg% A
HTML A% Bt e

B2 A P A A T T AE 2

EH TR P 2 ST HESR S B B, BRI AR SCHE SR 1 IRBHAT IR P8 2 STAE SRS e B A SR ey R 4> B S AR )5, 42
TR S B A T A5 NR B 2 ST HE SR R A SIS O, T 15 5 BT 0 50908 . n SR A J W PR 2 ST A
BRSNS A AR B R AR TE 22 5, JUIAT LS Bl AR SR HUHT 04 R S PR AR AT e R S ST A R A .
4.2 IMRIBENRRTIRER

5 2 AR, A TR IRAE SR 5 H ARHE SR AU CRD I B 1 B A4 M, AR SR BRI RD 2 [HT 1) B B 40, X T4
MR 2 SRRy BN — 2 B4 AR 7 SR L) PyTorch. PaddlePaddle A1 MindSpore HE4, A SO FH i 415
TERRATARIE RIEATIE RS TAE.

TR SEEN T, T R AREST =11,02,...,m, MBRIEFEH T FH B RE MR 5, H roor(r) Fow.
WFTHEAN T M reT, #E NN E peTu), 158t T S H parent(r) For, HR715 54 root(r) FIAZ™1 15
@. AV e T #E — AT LUNZ B35 575, F children(r) 7R, # WL Python il 538 10 v i =45 i K
YLEA IR 3 FTR.

3 W LK Python il RIEVER TS AU ]

Python AST4 54 i ]
Module ARAIEAPython SR, 15 Z B Pl A7 v ) AT E X
FunctionDef REE X, BE RS S8 RERSER
ClassDef Fw S, e A. K BEREER
Assign WRAR 15 1), 60, 25 4 IR AL 1 0 AT
For/While PEIRIES)
If FAES]
Import/ImportFrom Y, AEHEFANERL . FARATRAZEAT R
Call RECHH, B8R4, RRFSHIR. MESHIIREER
Constant W, AT RNEMRERE
Attribute JERE VTR, 055 U 1) Jaf A 0 %o SR A B 0 42 R LK U 1 B Je P 4
Name AR A
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TR IEER AT R AR SR AN & 3 P, il GRAEE M R MR A (R ACRS A A 2533 ) Python B 5 ) AST
REHCBEAT B AR AT, T 50 2K VR IR JBE 25 STHE SR8 2 1) Ao 48 Do 205 A B AR o f) P A o, o 36 23 A 4 1 A
THRIC (tokens), FEAMFRICAEACH A G — A Fuial . BRAFFTBURR ST 555, IXLEARICIE 7 A2 DL M B AR R 74
BEAT 23 . SR 5 FRE I A IR PR 45 IR TN 28 il B RIE 3, FFA R — BRA RAEER, SRR AR
LR RIZ A 2R MR JZE SC I T Python fAFRE 4322844 CPython, JIEVA RIS Python 18 5 biifE, HAESHF
Python i & I HTRR Pk, B 28 RRITEVE W 1 RRI AL HE AR 3 AP K=ol SR, Fp e I 2 M0 (K AR 7 1 eh L2
R BT A AR5 B R Tl GOEE .

( R TR @
(R AR
. tokens g
T L
g > e
e |l (99 )

1
R R

3 FBAE A TR E A HE SR

ARG 1 HIAE F R 8 ST RS AR R AR, ] AT T M5 028 F ARSI AR 55 FEVIZRIT, W] LUK
IR A NZAEHLH forward 77 10 EAT H [ 4% 4, AR TN 45 SR 15 B0 SRR TH SRR JF S 1m) 4% 3 ST A B 2
K. ARG b AL P S A HUE AR — N A 0 RS, HRH RS WANTTE SR PyTorch HE4E %
IR 28 X 28 it AT A 3% 1 corchunn, 1X BUARTE E X —4N4k 7K H nn.Module )25 Model, 7 T —/M&] S 1
LMY Z AL S — D ERUR conv, BRUZ N EEHON 3, fntHIBEIEECN 64, BRI KN N 7<7, DK
N2, TR 3. TP AR NN x, KIHARABRUZ conv, THE ST o iR ],

4 AXH netl = torch.nn.Conv2d(120,240, 4, stride = 2) %3 2| il R T W A BT AL HL 5 AT LUAS 21 0T 7 PR 4 5 ik
W, Bl 4 Fros. AR Hh RS A A AR B AL BRI ) 23 ol e e pl il BBV R ) Name 19 f0F1 Calll 19 51, 57
PR IS PR A B 4 TR o FL AR BBt 0 e A b iy G TV RS o 2 D 19

\, Assign ‘
targets” ~ vahe .

D]

id ctx . .
- _func args keywords

@ Store()

B “« y L 4 A

| Ausibute | (ot |- —>(120)) (R e> e

value

‘ Constant [—value @ 1 il @
‘ Constant [—value )® List

List

value  attr ctx
PR —

; Attribute

value attr CIX

-id ctx:

4 FhRIEEM RG]
4.3 WMRIBERLERIR
FEAT B RAEVE R A B 3 BOETE R SR IR R e ) F 1)1, A o AR L (0 i AT 1
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PR S BRI AT 45 31— B B ARNESE T 804 ST, DA BRI /% (0 44 2 1 42 ) 2 A5 0 A AR, P AXAY 1
PyTorch A 18] BLAE AL ACRY . QAL 2 PaddlePaddle A< ) 1 BRASE A A QRS LA S ARHY 3 MindSpore R4S 1Y ] S AR Y
AT AT R, 1% JUFRER B 2 S HE SR 2H A BUARRE (AN [F) 2 b H AR T R, SRR, GRBEBIR. LB,
RIS e e

FEEBMR, IS b A AR 2 AL #R TR ZE AT IR, L R E 1R &) vh 555 72 100 1 48 B 44 BRI AS 5 B3k
ATAE K, TSR ARTE 75 AT A% 1) 2 430 43 B D Ll (R HE B2 I 22 S 4, X 6 72 (5 B S LB 0 R DA AP (E SR
4.1 5T B AU A et v TR, el SRR AR S A ) 2 T SR R 5SS i ST R A [RLAE R (R A7 AR 2
5 s ok 58 T A% . 5140, PyTorch HEZE R ) torch.nn.Conv2d 575 MindSpore #E4E F ) mindspore.nn.Conv2d 4
Tl & BAER T W 4R AT, P B AR S BRI RE, 8 oS il GAE B AR oot B T e K S 3
TR, BT LU BT R B B, AT PyTorch HEZE N BRI #4658 MindSpore HEZE N &R H T

SR, R 2 O ALACRY Hh ) S5l 3 TR Rk B SR FEE, Xl E B LR ER S8 —2IF KA R
W Sl 51 A SRR R T TR S, 51N torch.nn #EHLE torch.nn.Conv2d 113 5 A Conv2d; =TT
RN B W ETIMES AR, IS AU b B 2 A B RER R R T, Wk Conv2d H T IR{ES
A i self.convl HAEFEE B self.convl &, FiRTE RIS SEOERFEFEW ) AST B ToyZAR ¥ 4 1 1 57
T L B At e R P R SR BB R AR BRI, i SR VR S AR ARSI AR S RS
AST Z B — LA 3 TAE. BARSR UL, ARG AR5 B AR Bas S AR AR B AR ) 5] PSS HLA J2 A el FH AR 45 12
UDeplnfo (universal dependency information), f4E /7 fif 5 ABEHES 1| AL FRI from. (FiE RN 1 HEK
DA T AR A FRI import LA SAFAETT KN 0 A HR I w44 A BRI as, Q158 4 Fras. 4l n, B ARAS ) 5
F1& BN from torch.nn import Conv2d as conv2, Ml F K #i{Z & /1 1) from A torch.nn, import 24 Conv2d, as A
conv2. 133 bk HAKEUE S5, AST I 15 SOt ol URYE 25 B E T4 conv2 R AT BMNE T4
FK torch.nn.Conv2d, MM LE RN 1R B4 A 75 21 B ARAE 2R A ) N R 7 AR 25 B

4 MRS S

UDeplnfo .70 i A
from SN 1 H A4 TR
import ESE 3 B
as SN Ay 4 AR

RSB E T ARG, MEIEEN USRI LB AT AST IS TAE T, GBS S b )
HEZRUNFE 5 Fioss.

T GAEE R 25U R

AU R P

1
AST FI bRt 22 E s
e B i new AST
H RS R | ASTHBAIHOHE B :
v 8
BT
il R 5
TRANIH | s 8
e — |JEJ73 AST'—)| s ASTl

K5 R S B HE Y
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USRI RAB R S A2 36 U 3 7 e R R B A AT A A e SR B VRAE ZE TN B4t STV, TR
FEHIE R AR T Y VISIT bR E0a AR 2 w0 [ B 75 s SS BL SR B2 Hh 8 B AR R U7 7] 75 5 R AR B9 AT, I L7y
MR FTZR, A4 Import 17 5. FunctionDef 17 £, Call 7 s 55, 7 BlXS BLAT - SCRT R MAESE A Z2 =245 B S
B TR BT A AHSHEE.

FEALHE Import 717 sUF1 ImportFrom 9 sUK, AT AR A2 B 2% 22 AR ¥8 AST A= LT IA 18 A {46115 &, UDeplnfo;
FEALERH AR 240 FunctionDef A1 Call 5877 U, 1 GAEEM 20 E #8322 AR ¥E UDeplnfo AF i 24 A il ) B+ 1) 56 8
T2, FHREIZE T 1% 2 75 5 SOplnfo (specific operator information), 3547t 56 8 51 % #X /) name.
AR O B AR 3EE B 1 lineno Al col_offset. i H TS5 B args M keywords 55, Mok, 1% E TIRE
1A R, NS R EAEZE T RMEL LI var, W15 5 Fos. @R 15 R, GaEEM S #H ] LA
A58 B E T AR X S BB ENR B R 3R EE ARAEZE T R E T B R S G B, @l i gy
A 2 ST AR EUE h SATEEN.

£S5 REHTEBURY]

SOplInfoH.yt Tt i
name ESTRINPRE S i
lineno/end_lineno BT EER
col_offset/end_col_offset BT 4idHE B
var FPIME R AR R AR
args LDAREINE Ve BAURETIES
keywords R LI AL N HI S5 keyword T % 51 %

BEAh, AT REFAAEIRHE SR 7 5 FARHESS X N7 IS B A — B 1R, B an B S Rp i S 80 A — 2L
SR A — B, G R0 S8R 58 T A AR SRS 5 SO F AT B PR ECS  AEASTH, B Bl S5 e 6t
TN LA T R AR S, i BETE N O A% PR SO R e A5 U, 0 B S e R U R T A
T B U R 2 IFHE RS H AR KRR S HUE. 25 EATR, B TR (0l RAEE R S BE IS 1 R,

BOR 1 BT SUEEM fBR AR A 51k

Input: Y RIEVEN T, HAFHEZ A4 FX TARGET FRAMEWORK.

1. /% WIas A i P RORE B AN & 5 715 2 %/
2. init UDeplnfo and SOplInfo;

3. /% BREL T (AR 2%/

4. root < getRoot(7);

5. VISIT(root);

6. Function VISIT(node)

7. for value in ast.iter_fields(node) do

8. /* M8 7379 5 node BT AL MRS T5 R value 14 S BEAT XS B AL FE +/
9. if value is list then

10. /% FRRIRIN S RAF i value FIR M EB IS S F TR */

11. new_values =[]

12. for child value in value do

13. child_value = VISIT(child_value)

14. new_values.add(child value)

15. end
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16. value = new_values

17. end

18. if value is ast.Import or ast.ImportFrom then

19. /* 7 1] Import B, ImportFrom 1 &, #4218 H (15 & */

20. for alias in node.names do

21. UDeplnfo.add(from = node.module, import = alias.name, as = aslias.asname)
22. else if value is ast.ClassDef or ast.FunctionDef then

23. /* it B AT R T

24. VISIT(children(value));

25. else if value is ast.Call or ast.Attribute then

26. /* 1R ¥ UEdeplInfo A& i 24 5l 38 7 2 5 7 (1455 & 5115 )& SOplInfo */

27. SOplnfo < get_sopinfo(value, UDeplnfo);

28. * HRAEAR € ST S HARHESR A4 R, ) Q50 1 PRI o SR S 5 2% +/
29. mapping_info «<— get mapping_info(SOplInfo.get(value), TARGET FRAMEWORK);
30. if mapping_info is not None then

31. /¥ SRIUH B A5 S +/

32. special_para «— mapping_rules(SOplnfo.get(value));

33. 7% HR L 5% 2R AN A B S S B TS T R

34. change ast(node, mapping_info, special para);

35. end

36. end

37. end

38. end

4.4 WBIEEN R BITIER

TE 5 B R AF 1 ) 255 BRAF B i A 5, R P2 ST AR AE AN [RIAR FE 2 STHER B R 2 Tl 51
T IR 1 B e 0 S A T TS A ) X A B i L8 S8 AR T 45T SRt Aok P A R AR S e AT RS R S i R
RS B AL B H B TR P 2 ST HE SR AR R R AR,

53 SAEE R AT BN [F], AT BEER 7 S0 Python 15 5 bR 5 ARAD nT i, AT BEHRE 1T 45 B astor
FE A to_source pRI%L, T LK S5 44 #5460 R Python AURS, HoB BRI I B T0 R T A5 32, 3 D g b B A9 R, 24
TENRERE B3 BV 1T A I, AR A2 RO L e 4 0 R e AR X SR U JE A AR AR R 5 27 ST HE SR Bl
SREAE TR AN R RE SCH). A3 I R R v, R 3 T e SR A A 22 8 el 3 RO AT 2B RN, e 445 31 Y
A HARTR L 7 STHE SR A e P 5 AR TR, B4k, SR 3l SOBIR A D o B AT e e i — NP AL 2, SR IEVE
T S R DR AR PR A5 28 T AT b EE R, 8 Tl R R R A J5 , I L g ik fm R AR IR B, AN 2 AR S5 R
T E AR, X T AT AR B H AR, AST HA4 AT fE R A AT 40 B 2 R0k sURTIR & 2 3, DRI 7 B4
IMTRFIFREAE Python 1 5 Rk, HLAN, AST AREVERAS B, IR ZN TR IARE, BATHRHE B AR KA TR+
i 5 AL B BEAT AN 7.

5 SIS

5.1 SEUIRIT

N T BAUEAR SR H AR T B SRS BR 1A R, B0 T 4000 i 17 P 0 Al B V2 PR R AR A
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RAE PyTorch. PaddlePaddle F1 MindSpore HE42 2 [A] {1t 5545 2 131 AL TR VA R RIS SCEEA 1. AR 715 44 76 1) s A0l e
PG R S5 A b, SRR R FE S IR A N AR B AR HEAT I RS, IR AR B B PR AESE TR AR LA RAD 3 AT B 1 3
RS FE AR,

AR B AT 1 PP A 3 R B WG REAR 5 S i 7 SRR VT E SR AT SEHE DK, (H/2 Ren 2 N VR I, JF
VCEC 148 b5 JC VA AR RRAE Th e LS5 [R TS 25 MR o 7 SR IR PP BTG i 1) 25 1) R bk, 7 D16 M B R 1R R B AR 1 S AR
B T AR RG] 7 DhRe E#fh 1k, BYan 4 o ARiD 5 2 2% RIS AE 4 — 2 s oy P4 T AN S5 31, B4
SR A B R AR B ARED. DRIk, 2 SR T BB SRR R B 2 ) A B AR I R 2 A7 DR,

SERE— D, AR SO AL B B ARRE SR TR GRS B ARAS HEAT Y 4R, @I 0 LY E PR AL R T He v AR SE 1 2 1A
FE 5V F a5 IR SORS BE I 22 57, ST AR I RS 12 7 159 AR 2L (A 52 .

52 JUgFIREEMEER

FRAE B 2 (A 40k e R R e R A BR (RO HE B, AR SCHIER T PyTorch. MindSpore A1 PaddlePaddle iX 3 MR & %
SIRELRI S 745 B IR AU B, o2 1 T 1070 A DU SR 2 WH I 50 R 1E ERE Hr K B 4 il n gk 6 1
7 HR.

o6 AURIIREE R HE T EE KT AEAEHRE R PO R R
AT AR B KRG Ko
HEZE1 £ 6 HEZET 2 52797 SR YO8 R 6
Bt 487 FK A EI AR 544
BT 9018 AT S HFAT SRR 9018
ST 24781 HPWESSH SRR 24781
&1t 34292 BT REHRAT SRR R 952
AN FIEZE B 579 SR O &R 3340
NG SN EI P 9320
41t 47961

[, S MER BT L ESHT R HERRSE T LS H g e R R IR 8 MR 9 .

IR 63 9 WA, IR SIELRM S T BBERK, B LHESHWN KRB EMN 2B,
PN Tk 5945 2 75 2 AT SREEAT 1158, LS I AUE I 22 HE N a5 I xfE CLER b HESRAR AL A . T A
S b ORI T DA 30 B R I T R P 2 ST HE SR A I8 30 AT SERfr, ELIF 18] mT A2 A 76 /NI 20 A, A EE T Mind-
Converter <5 T H AT N T4 5 MU B 15 3K, AR5

F 8 IREFIERMNET RESHIWY fE * 9 MERNE T RESHH KR
HEZE L FK A e SRR . o HFRIBUR S8R B
PyTorch 1.8.1 1085 2764 X ER X R KEME KEUE
PyTorch 2.1 1548 4641 PyTorch-MindSpore 1.8.1-2.2 473 1595
MindSpore 22 1996 5169 PyTorch-MindSpore 1.8.1-2.3 478 1134
MindSpore 2.3 2033 5296 PyTorch-PaddlePaddle  1.8.1-2.4 1281 4326
PaddlePaddle 2.4 1720 5149 PyTorch-PaddlePaddle 2.1-2.6 1108 2265
PaddlePaddle 2.6 1482 3700 A1t - 3340 9320
Gt — 9864 26719

5.3 REIDIEEMA

ARSI AN [ EE 27 STHE SR 8] (s RS [ B 78 B DI REIE DN X 75 243 2 3 A ATER AR HESLH A, BEHLA
T f N KB T AR, hAh, AR PaConvert (AR MR HEAT SR E RO E, BIREADTKE TR N
WAURT 100, AR N FLETCRGEMN. FH0 AT RHE, EREHUM 7By — B85, KRR SR A f 28 ) 2% R 20
AR B HARHE LR RS 5 0F AT 1 R P i) HARKESE S AR N [7]— SK B o2 )R, A D P95 i Hh K B il 22
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. RIS UE D) RE IEAA L.

(ER, R 2 27 I BORAR IS B 4 ) FF AT TR R AR 2D, IR, A SCAE %6 T TransCoder 91813 D RE A A 1 A — HESE
KPR ACRS, 0 B0 5 FHRONE S AR R R AR e e 80 53 — ot I AME SR (RS 2R AT, i e A2 B 1) ) A HE S A R A R £
i [ 26 B JERE 4R L, SRECVEAE ZE 10T (OB ARLARAS ) BE 2630 2 BIR I 3 ANSRAE T, B ) —HEZE T I AR R AL AR
5 [l J5 A RS AR T (R AR 2R AR 2 S DA R AR 3 1 ) D BE IR 1. 45 b, AR STHZ ISR (KR FBE 27 STHEZE, 0 3l
BUIFAT TR A0 B T8 5 T R (1 o 228 ) 2 A TR AR 2 F 1) S M@ BC B3R, TR ) 80 2 AR AR 2 10
FR.

® 10 TERVEE

TR EE R e RAGAT 4
PyTorch#i 45 98 93786
PaddlePaddlef# 74X ity 76 71820
MindSporefbi T ALY 54 50544

AR [V I S 5 FH VT 48 b ReAts A RS A 11 S5 A ) T PR 22 e . FR TR B 2 ST R R i Hh 5k 0
21, R R AP 4% % 2 (mean absolute error, MAE) ¥ /7% % (mean squared error, MSE) B FIEAN Fabx. R ¢
RENKETCAMNEE, f RHHKETHNIEE, XLkl Vs Ziqg BRKE. X =< X, X,,...,X > TR
ANTKETTH, Y =<V, V..., ), > BRSHEFERMREERA X GRS BN HKETH, Z2=<2,2,,....2Z >
FonIEE ASOT R G A B H AR BB TR R — K E o X SRS R R ik oA, Y, 1 Z R RO
AR R AN R &, FEH Y, /0 2, AR R EMRE AR

1 n
MAE, = ; Z |yij_Zij'
=1

k

Z MAE,

MAE, = 2! - ®)
C
Z MAE,
MAE — c=1
C

LR RZZIN N (5) Fiow, e MAE, R Y, M 2 IS SKERF 0 R 72, n RORIKE 4L, MAE,
For Y M Z IR ETTALI T ARt iRz, HE AR SRR AT A8 1) P A XTHR 22, MAE WIFRoR %
AP R 2, C Fongd I R A i) S

1 n
MSE; = 0 Z(yij _Zij)z
=1

Zk: MSE,

MSE, = 2! ©)

BIITREMAR (6) iR, Horp MSE, %% Y, R 2, A SR M 712 2, n TR ik B IY4ERE, MSE, %1 Y Al
Z AN TR R TT ALy R 22, AR AE AR ALY LB R I3 U7 1R 2%, MSE R R A 3T 1R %, € &
AN KRR ACRD F e S

RSP HIRFEL T PyTorch., PaddlePaddle 1 MindSpore 1X 3 i B 2 >J HE 42 f1Ay 22 [ 26 AR AR IS (¥ B AR,
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TR BENL M1 B ONAR [RME 2 J5, BENLAE BOAE [E] 5K & o240 M NS, 3 FRHE SRR BARIZ 1 MAE A1 MSE 4
AR 11 Fros. R EHEZS T BB AT B 21 B ARAESE T AT B3 R 28 B 3 T S HOR 2
e — X R K &R, B 40 PyTorch 55 PaddlePaddle HEZE T AR TE ELAHIE R IR 72 th AP AE S BOHNE A —
. SHHRE N, PyTorch K4 T 5 F4A 1) inplace Z4(7E PaddlePaddle X 57 [ 5T H1 A5 A1 DL i i 2
B, DR TT B 2 0 HH 45 SR A7 AE 5210, PaddlePaddle B W58 BiX — 72 57 1 B 2 0 WX 48 I 2R 65 S = A 5, By DL 2>
SFEHBKESWMAKEN B ER.

[FIIF, A SCRE R T 43 715 MindConverter DA A, PaConvert T 2 AE iR B 52 rh itk 47 % bh, S Hb & S ansk 12
Fizr. AT LAE 2, 754 PyTorch 4L T (AT ARADIEFL & PaddlePaddle HESE T MITEAN 48R T, AT K] MAE B%
=T PaConvert, 1H & MSE {HAK T PaConvert; 744 PyTorch HEZE T FIFAIADEFS 2 MindSpore HEZE T FIPEAN 15
PR, R T7 15K MAE F1 MSE {E 2%+ MindConverter. lt4F, MindConverter . - §84% PyTorch HEZE T [t #5 1Y
WA 5 1] 1T #2 2 MindSpore HEHE R, T BEA X R M #, AR5 PaddlePaddle Z [ BAHIT#%;
PaConvert [FIFE X §8K PyTorch HEZL T AR RIARID B )i #2 & PaddlePaddle HEZL R, T BEA SZHF R FIER, AL
#F5 MindConverter 2[RI EAHIERS, ToiETE R BRI R AT, &5, A SCEN R S iRk 2R DL K A7 78 R 2
FIEE RIAT T X 43, 85 R UER 13 FioR, v LAE BIFE RATERE &, i F7E R —HELL FBA /) — S0 s, FrbAgh
) MAE 1 MSE {5 5NN

F 11 AT REM S R 12 AR RS L g
= S hn
TRAESR PyTorch Pa?cﬁiif:lile MindSpore 7k PyTorch—»PaddlePad;(rii?'< PyTorch—MindSpore
MEOE MENS e Tan M
A R
ot MEOSTERE Mol wmne

R 13 A DIREMNRAEA R R _E R b R

TR MAE MSE
FEAT AL E 0.185 0.137
FATETEARL PR 0.143 0.082

g I, B AR S REMA 1 S 06 45 BN R4S IR, BATVRBIA MR R P B 2 17 BRI MAE 1 MSE, 71 H.
b SR 1) B A AR A ZE SN, BRAIE T A ST VA ThBE IERf 1.
5.4 HERIEEMIK

S5 1), AR SCE N #5 T 4 Je SR IR TIE R, IR AL BT S 1040 4 X 8 AR AL A QR AT TR B 2
SIS, i3t X b IE R 1 2 7 B A b RS B 2% okl — b IR IR R i A 2. H b, ResNet501'”). Mobile-
NetvV2"1, DenseNet121", ViT'", ShuffleNet V2", HarDNet'"’!. EfficientNet!'*F1 Gather-excite! )@ T4 2515
4, U-Net!"'#1 PSPNet_ResNet50""J& 73 #IH AL, AR CIFAR10 1E %0 4, AR 4t 60000 5K 32x32 %
B R 4Lk, I 10 2851, B2 6000 5K E A, A 50000 MITZREEAAT 10000 ANIRFEA, 10 NSEHIEE KHL.
R 92K M. . M. Hik. 5. AR E.

# 14 51T 57 PyTorch MU 1) % B ACAD A% e 5 45 31 1) PaddlePaddle P& MindSpore MUA RIS
TENER G AT DR A BE ot Lh. o] LUE 21, JER8 A0 IS RS BE R Bk, oK 22 5. Rk, mT CASRIIF7E A S H BhiE /%
FEARMEEAR T, B (B RRAD 5 56 4505 (A BURRD CE RS B T W 4 k.
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R 14 AR EENRLEF (%)

W £ 44 B PyTorch PaddlePaddle MindSpore
ResNet50 94.28 94.36 94.65
MobileNetV2 91.29 91.67 90.85
DenseNet121 94.11 93.61 93.76
ViT 53.13 54.28 56.36
ShuffleNet V2 89.17 88.66 88.72
HarDNet 87.51 86.75 87.51
EfficientNet 90.26 89.54 89.66
Gather-excite 94.49 94.51 94.53
U-Net 71.59 72.63 74.01
PSPNet_ResNet50 62.17 63.28 64.38

6 SHES5RE

ARSTHE T — 5 U R VR P Ay S A VAR (1 AN R VR P38 2 STME 2R ) AT Y5 A% 5 9. a3 2 ST g
TR B ARAFAEAN [ IR L 27 STHE SRR 551 R S B 2 5745 ., TR R I GOEE R AT A8 v IRl e e 1 e
RIPTEEPE S 08, SEIR 5 R AR, BATRI T IEAEANRIR FE 22 SIHE SR A1 i) AT RS 1 3T 78 b BA BT B OR,
R Dh R BIE B 1 ARSI A2 A IE AR 1, R RRS B2 JIKE — IR B 1 388 I AR Y F) T S 4.

FEFE TR AR, 3oAT 175 18 58 DA AURD K 5 B, B4R AR AL R ARG L DAL DA K s 4 1 A
S5, _EIRACH A AE TR A A P BR AR R T AN A D B, MR A B ISR S A AR VA, o
WEHTZX ZWA R ANHE T BATHRERA T B CE T A& BRIk AT 20 2 57 0T, I
% H € T 5 B RAEER T RE B S S RO B H . BE, FATTHRIE— P 588 R A SIS
B, WA HESE T AL AT RS U7 SR, SEBLHE 2 HE SR A ) LI T, DA SRR 2 STHEZE A] (3 3 0 &
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