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Research Progress on High Availability of Distributed Databases

XIANG Qing-Ping, YAN Yu, CHENG Si-Jia, WANG Hong-Zhi

(Faculty of Computer, Harbin Institute of Technology, Harbin 150001, China)

Abstract: In distributed system environments, ensuring high availability of databases poses multiple challenges, including network latency,
node failures, and the maintenance of data consistency. Addressing these challenges requires not only advanced technical solutions but also
flexible architectural design and refined management strategies. High availability plays a crucial role in maintaining data integrity and
consistency, as well as in improving system performance and enhancing fault tolerance. This study provides a comprehensive review of the
current challenges and issues associated with high availability in distributed databases. Important concepts, theoretical foundations, and
technical approaches are examined, and the current state of research is analyzed across three levels: system and network, data and
computing, and application and service. The study aims to deepen the understanding of the difficulties to be addressed and the existing
solutions while offering recommendations for future research and technological advancements in the field.

Key words: high availability; distributed database; cloud database
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S TERESHNESRE, RARERE . Sy R, sl A WIERE. Sia M B IRN E AR AL &

Al AIE 2. DA G533k AWS. BT 2. Snowflake 55 AR B4, FFOI T 2 R A= B FE i 4R, Rk, B P
R G i A 5 o0 A0 AR, 7 B A P Se ) sm KRR B B . BRSBTS Re 77, TE N B . (KK
AER = FH TSR

SR, 2 2 S A 505 P i JRETHT I 22 D P il B, v T D il g 4 Lo, B e SR AR+ A S0 RN BT RS,
B 2 ] P ) R R W B, BRI 2k e I B R 2 B R G BRI A [ Ji R TR L
AR A R B W R R NONETREE. BT B 2 R G OR RIS TGS SRR, RS
PRIFIZAT HAFHU (4230 T 0. M aF 2k, Ak, Bk, BT BLSE 25 44 20 w] 54 IR ] PR AS 2 B 1) 7™ 2 5 L4,
2022 4E 6 H, 28k Cloud &4 A 45 W g4, BRI 7 F 07 1] 5 AR 5635 H ;2023 4E 5, 8 Azure DevOps
FEEL P — Ak Scale-Unit &4 8B, SECENLL 10.5 W™, 2023 45 11 A, Bl B 2 HBL™ 58 4b, 4287 532 5m O,
Rk, 5 AR Rl 25 B S, BIE P AR B, ok 45 70z 2 1 (BRE SR AR IR ) ARt ik 55 1. 8 2 i vl
FRIRTE 8 T LA B R P8 b k2> 5040 v 07 R0 AR 45 A5 T IR AU, JE R TE B RAL 5« RIT R G S X ARG5S Hh W oK 1=y
1) B3,

H AT, 2 Az B0 e v ml A o) A9 BB W 22 1) 503, ¥ 2 Ak 20 AN 55 [ BT 3 3l 7 A ORI . A SCd
Ik 73 4 4T KON 22 v AT T I PR P ik DA S T IIOR, $R SR SR HR A v T R AR B I L R T ), DA
AR A o i m] B R . bR R A A A AR R

ASCEE 1 I BEE =] IR PRAR. 28 2 TANRAE M. R S5IHE. NSRS 3 AN EH AL
HH 2 T F AR TE IR, 568 3 715 20 A ASHE e v T R ST BRI AR R I K SR e A 5 4 TR X AEGE . SHLE
WAL FE TN A T HBARSR R B 5 TN AT 7T A A

1 BURESA Ak

TR HOH P22 15 mT P T O ) 32 B, 2 0 B e 0 ) 45 ) B DA B ] R A AR — B0 2 T ) b 9% . A
R0 28 (0B 8 43 A R R 2R 0 AL R A s DA e I 2% e, T PR R — S50k () b 2R3 i B B JE R Si
AT 6 T AT P PR BE — S 2 TR T4, B AT CAP BEAS LU AT MR RIS, 1 W AE — 8 5 R ANk B LA
T OR R GELE LR AR 1o PO PR 1 0 I i L ik 2 50 AN — 80000 XIS 7 38 4 B8 3 24 T 350808 B R 4 v ] PP 3 2T s (7 Bk
Wi DA TE SE B N T A 2 RN R 2., DASEIIL AR G 10 e Mk R R m
1.1 FEHFAMLEAIBkER

R R A% Lo Re ) BER R T These st . [ A DAAh, I TR B4 e 4. B, BES 2 HE A RE
25 SRR I EE SR . AR G B 7= W BARAE — AT 2 U A AR P SR v Bt ml S PR A IR 25 T R4, (H
A SR A Ao TR 5 TP 4% 1 S P AR R R AR

TR AP 5 o A O PR R e DL ) R . —, G T B e . N AR . CPU R & B 8 i i 2 1) Tk
P51 e AT Ak S B 25 T R B S B R . Ak, 24 CPU FIAEAE S it B, Rl gk A s, 1R 2 R4 3T
WA X A AT A 2, R ET R IR 2 KRGS T R F AR, RS54, Wit WSRO
R B FT R 5 BRI 5 R BUIRSS B, S T R AR Rk 1, B RGO % AUA T ) R FL S R A R A 12 W Th
fie, LA R EL R BRI 1] 8. A T S AR B ] B M, R A 7 A DU AR 1 2% 1 I L SR T AR s A
52 A AN ADREE, B TUR B2 M TIAREIE E R4+, RHREZ T ERGF, UAIERE
FEANTT R AR, RGN RE4E S IE AT, SR BR IR AR S5 Hh W XU

TE P48 77 THI, X 48 i et 2 B i 508 e v vl R e ) — N R R R AR I S B . BRI F P42 5 1P Hutik
CLSCAS R R T HE ik LB AR AT RE B0 DU G5 5%, A R T, B, IR S5 il AT 2 S0 B0 R R G ]
FATE, 7 e 2 B0 P IR 45 3 To ik S5 & P il A5, ToV2 e O 5 S PR AT, 1K L8 r) AN S e B — Y S B RS, I8 W]

© TEBREEEEIEDT  htp/ www. jos. org. cn



B F oA KEAE R ST AR AR 261

REXT AN SR RE A vt ) AL RSO, U AE A s e R i X — DR AE S8 2.1 F5 54T VAR IR, el
Fe ST AnAnT 3 o 25 00 A A2 B L ) St DRAIE B P 10 v vl F . 7E 2 B0 oL R b, B AE S R 3R A7 B 2 A
{14 [ 20 A0 — S G AR 1F B 0053 4%, AN RIHHE oo 2 8] 1) DO 4% SE 28 ANy B 22 7t 2 R I 50408 26 1) v vl A

1.2 ATRMR—BUE AR

N T IEHH R — A F S B R AR T B ] i, AT BRI — AN b A A R A R 2% 2% LA 2 IR 5%
A OE B AL IR L B, KRR BRI TR E. A4 L, — D RA R BRERSG R BAEERE . BRI
250y IXITEOL N, B F P Be s U 1) 1ERA IR 55 4% Bl SRR BIok B RS 48 1 B, TR 43X RGN 2 &
AR .

CAP BB AR — 301 AT A XA G EIX 3 AN E ik, R — B 8 ARG IR — 4k 2 8l
AAETE T, R T2 (0 ST AR AR A RBOR 5 A 5ty Bedls AR R). T P It 725 7 i 76 A AT I 22050 A 0308 2%
G152 5 45 A 12 (RIE 7E BR T [ B 4E PY 58 . 73 X 25 P i 7 K RIS A3 A s 2 G b HE B 4% IX e T 3R
GATIIRRRE Ak BB AT AL FR T K.

X AN KU A R RGUR Y, CAP ZZR AT, F— M RGEEL ARSI P P, i, 78
FELEM 26 3 X BIIE O, S s v MR R Gt A e 5] B CROUE 0 15— ShE. 20 A SN B8 B B AN AR oE 1,
I H T e 2 I P SIS R T R R AT B I . B R O T RE 2 S B 25 0y X, RIS A R SR SRR BRI
HAFA IR, A [F] A X, 5 s )y DURAE, 28 X3 38 15 T L 0 . 224 22 A B AR 73 A7 78 A 5] 1R 9 2% 43 (X
R, X — A EIAR 15 O] R 2 ok FD B FAR R AR, A4, SBOR ] R ACK 2R A — S 45 1. Bk, B T4
A0 AR T AR FE I B B 5, 2R G0 5 75 S AR T S 4R A (0 — B AT s i w2 T DAASUAS

SCHR [5] K AT RS Skt ny e SE45 W] PR AN EIAC AT FIPEIX 3 b, W] SEILA) AT 2 5% (high availability
transaction, HAT) #54) 4% ACID [ B fRIE. ACID J5 71k (RAEAI 2 3 fRAIE. ZEAR PR mT FIPE RSO0 T, RGEL 2T
ALBRAE 7 XF AN 2 R Al 1) 43 XL Tk R 5% 8 A H A SR K AT RE. Rk AT A SR VF 3 NS R ORALE : B2
5. PRAM (i/KZBENAEME) BRI — S0, Womh g st id) & vl F 3 55 ORE a8 W short (R 28— Sl ) An— ok
(—A A AR5 RG] DU L A PR AR 8 — B ORALE).

SCHR [6] ¥ R G AT LS v T g T A RSSO T A DA NS RTH. 9 R g0 ) A 2
WM I3 IX 5, BT 5 rUT B kS AMR AL IR 5% MR95 0 T #E B M 2% 7y X )5, B KW= B A
PR (L3> ar X AP AETE ZH0K), 4B RG] DLk S0 AMRBEIR 555 N A NJE 0T F 8 24 I 48 43 X
J&, RGBT AT MRS, HAENTANBINRGORESECRIPEEF MR 1S, REEA R4 SHR RS
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W 04 2RI 5 £ 4 Tablet, Chubby H4454> Tablet 43 Fit £ ME— 7 Tablet Server L. [K I, X} Tablet #I% K2
H1AH A Tablet Server 5%, MM ERIE T H3 17 17 58 — 1. BigTable AW SIL I 95 20 i vl FH L, 1X 32245
78T Chubby F1 GFS HE4E ) vl YRR BR. 4% AL BT, B4R Chubby F1 GFS BEA% 24 IR 55 22 ) ) = ] FH M OR
R, (HAE X 26 53 X, BAANTT 5 Y Tablet 2035 v RET0VE L BIK R, 3 809 s 200 B W] FIE 52 R 490 24 % A ) 4% 4
X B, W1 F/> Tablet Server 5 Chubby 2 [B] {3l {5 2515 A3, 1% Tablet Server 2 H 345 1k T{E. Chubby £k N
HH I 48 5E — AN BT KUK S Tablet 2038, 482252 (R 5%, BULAR, GFS R 2 A1 R L ORAFRIA, 42
JR) Master 7 23 Wi #2875 sl BRI 48 18 7 A7 mUR R T s, ATt — 2D R R G 1) v ) . 2 R AR SR ALk
(AR — SO AN 55— BN, RGENAEE N LA N NI m il . X R R G EIELL VoltDB KN NewSQL
B 2 DL KA G i 3 T E ME SR B 58 R AYEE . VoltDB K38 P B Bt 3232 B (two-phase commit, 2PC) 3K
W 2 AR R 76 B 55 AT . VoltDB AR EUE 7 X 4R 1 24N EIA, REERIA A 72 2 MBS ri L,
AT LA BT AR, SR, 2R GEA B TV X 4371 At i B R A s Rt VoltDB AR &1 318 14D 1) 2 43 DX e ) 1
RFNTE R KA T FERK M. T S DU B 4 53 X, S8 T B AR B A 1T i B e 2 AR 25 23 X, I
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P, B o VR 28 GEA [R5 s B0 K B AR 2 RV EAT /)20 (R R REAT A2 IE I . e 28— Bk FiR 1E — BU [R] A A B A Kl e
LA IE T —EHPIRES. WIE Amazon Dynamo 1, REETHFF T o — BMEZOR, T # i & — BUVERR. IXHE—K,
REREM LT R 2% I AR N, Ak S0 S R 5%, B30 40 M0 i 2] vl B AR AE A — BUR 1B 0L, (E R ¢
AEIL 3 — 2

HAT IR — SRR — Bk R — ). BER -2, 2Bk, s S, RS Bk
BB RGUE R N EARRIA, R E AR R e S BT, DT i KR R P O
WA BN S N FME. IR —BUE A EAE AR A RS RS TE T &% — Bk TR — M &
T T 15 SR A BE SRATAH R A 45 R SRR 5 — B0 ORUE BERE B2 R B AN A, T84 Ji5 B2 P 1 U AR AN
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CAP R H I AE I 25 73 XG0 , FR G0 5 HEAE — BOME AT m] P 2 1] it BUAE. WAesictv: o v AT T a4k s
TR AP, A [R5 B SO S 1 B AR B T R GRS AN R SR STk [7] AEAUE — Bk 5 T RSN T Wik
PERIBE S, b AU SAE 4 — A SEBLRESE I R — D9 A 0 B AR T O BRI RE S, ST S PTRN AN ] 55
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R ARG BAEE AT RBCE KR S84, B BcA SRR AR s S, IR A R I A9 i 2 5
YL S, B L ST S PSS A XA ARG Y ISR
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S5 1 AT T K v TR PTG O 3 R, LSRR R R4 il R DA B A Gy A SR B R T S
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Wi RSO R R 4 R e s MR R RT R, B4k, #E 2 A AR GE b, A el 7E e vl A R 5 MO — B A P A, R —A
KIATEAE AR AR V200 R AT HPF 70 04 IO 3k ek i, = e 85 O PR AR B . AR A 4 e P v T 1
AR, NRGE ML, R 511 RS RS IX 3 A2 T A H 0. RG0S N4 2 T E R 5
HR L 1A AT FE M 2R G0 0 4 A ket s vl PR M (R S s B S5 1 B2 T BT AP S TU AR 45 0 S 55 5 B DU B A R
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SIS E 20 E & ] AL FEFRLAB LR, SR R AT R B T DASE F Bl-F BN E AT, AT SRV A
B AT — e RSB FAAR 7 A, 10 A ERCH P AH T 32 25000 5 T BE A O I 7 2 4% R G, EHT LR T LU
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S T3 T MU FE RS I R 48, ALER A ARTE BAAS 3 5088 0o B AT, (IR 3R CUAR B 9 5 10 5 8 R G0 S E G 7
A 2 B TP 0 SR 2 B 0 kAR W, AR AT DA RS 31 4% F R RO SR BT AR B s E TR ). X
FRMEIRZAS, MBS (AR PR D) FEIEE S & BN, S40 K50 2 AR
ZARTIN, i X e T ZE S S IR AT e AL R AN, B BB R R, WL I A 1 1 B 5 1 OB AL T
TEOHT, AR T MR 1 RGAR _E BB S 4 T4

T 2WERGR, Wit NEZ MR OHIEIT. BTSRRI RGNV W IR T R 28w 2N
FREINTH REAN ERTE [ G I 8 BTt 2 b AL R, 218 £ RGBS E 155 M 0E O ah & b3 TR, JF
B TAEESARE 0 2 M Bh A L2 DL 630 29— 088 oD R FE SRR, 30543 AR 2% E 36 3805 52 B8 PR 4
L. H— MR PO e AT AR, FTE TER S A 314 B HAREEE L. BT RSN fECT T 4,
B ATAT i R B2 Google fI BN il 245 ZACH R G et W, UMM ANLZ 15 3 R0 K25l
NRBAEMR T R 215 3 RS LRI A R R AR R AR IE AT, S ECE R RGE IR, MR IR AR
A DA Bk A9 e ) R R — B0, 9T P T RE . FIVR Google M 28 4Bk 40 A1 208 R B
JE, HMy @ AE Spanner!' 2 . Spanner /& —ANE A ZAE T RS, A Paxos! M IGIEAT [F) D B, @ A E B
S ANBIAK) Spanner SEfI, BRI 22 W] LLE AR AN B0 0, 5 AR A A2 T B R R AR BR B, RCAE— A
KA r s 52 4 eI A, 7R AT AT ) 4 B0 o0 S A AL S 2 i i T i B 1 479 00 23 £ R 1T 1% . Photon! i —
A ER A R G, MEETE Paxos BN L, B 752 Z R R AL R B 0o b, FEA T 15 R G0 RIS B
2z —REBZAEER P ORI, JA BuER: H &, %% e H E M55 S8 7, Photon JlIT Paxos B
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B TE LM RS B 3 Ik 0 SE HA B LE PB R R SR — S 95 45 B, R FH 221 kAR fit v mT

Hs FE 1) =1 AT A (high availability, HA) X T-3& T2 098 F #2525 040 v AT A e 22 D0 B 28, K DR SR I
TN T SRAR e b 2 1), (FL: S S ISR 2D B R S, 2 HAE 5% o i 5t T, W] R 2308 B 450 A — 5l
A, DA T B TR0 £ B [FD B IR P A i B HA Bl e 3 i o AR R 1 22 28 Mgk se B, b 2
ARG 2R AT — D SRR P AT AT T S AT DA S RN BN TR SR s (0 O B e S B B R
BT T A, AT B At 2R G TU AR I B E Ha/D A5 L ) T e . IR A v R R0 1, W SRR R — AN
BB A AT A B 2, 2% T D 4 RIS S B A L DRIk, B AN R A R, AT At e gk TR, Rt
FRE AN 2 i Bl EE K TR 24 A Y A B VOISR RER, B b A 5 A ), AT R S 0 e — Bk

a3 2 S R R R, 2 R P 1) L PR 7 o 200, T A% G5 2 50 3@ o N S — 5 2058, IR A 2R M TE
HRE N T E GBI, Tovkim 2 KM REEIR Y45 53R, R B R Y B 5 NG /1M = R
A% B NFR. UTAESR L T SR S B E R S, 40 Taurus MM SR A T S AR5 404, S A0S ek
AL R, NITTHE S T 5 AN & PolarDB-MPU A FH 43 47 s\ = W AE AL A7 0, FE 2 £ ki
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P B A Phi .
212 M %

i A R 3 e A O SR SR S, e rp RN B PR R B AR N ERIA LS AR A S BLA
o0 T AR BT [ A% 1 2 I A 46 3 B AR, DUSEAE A A i s 11 2 A 55 2 9 T A e 45 R 55 2 B . 0 A1 30
SR BT IR A% G0 RO I 25 02 7 B A 1 B 0. 32 20 3l A0 3 5))- 3 3 9 o 3 1 v ] A D7 VR R o
AN TEASAE A B bR, 3 -3 3 R B i T R R 2 — . AN 2 XA 35— /MVE Bl R A (B
NEENA) F—ADTEAN AR, JE A5 IR AT B, 58 RIS ERIARRE RS, 2R 12
FgE B % (o Postgres Replication™™. Oracle TimesTen™ 1 Microsoft SQL Server Always On") /1, T 5-#%5h
EHIA V2 AR R SLIL. Eah-#8h 77 Sl W8 0 BRI, Hob B8R ERAT 555, R H S L
FIT AT # B AR 4473 B A T4 H A5, DA 1) 58 5 S /e LA . SR 3 3 - T B W i3 P R G 0 VAT Ao A 42
LS, SR IE R ST BB A A EIAS. BTN BIA I 55 5 A B A 2 (8] A] BEAAAE pP %, DRI AE Rl A 2 R] [F]
A ST R L 2 3Bl 2 A P A% GE R0 2 8- 32 3 Bt e S R B R O P AR 2 T PR R AT B ARk R 1
AR VA AR HLIX A ) B (U0 H-store™®. VoltDBPAN Calvin®*), 5 1 3 5h- T 3h & 1l B 169 1F E3h-# 3 7 b
i H B VAL HoAd B A Wb BT 5 B P 253845 . e A, B P AN AR T 388 1o A 1) PAAT IR P 7 R P
WK, ICAEBIR S Z I T b RECR, A3 B AT A Re 0 LS8, m R 7y QAT BeisfE — e
IR W S (S T4, B0, Berkeley B Anna RG0SR T 2 T4 4544 (lattice-based structure) HI ¥ H B,
S P AN ) ) A 22 ) DR 7 5 D8 002 X )20 B T CRRF— 380, Starry R GUNITE £ F 480 P 5] L4005 2 W0, 8
REK I S AN R S5 A R AL, BRER T R R IR R A, SO TS ph g i B 2% P SLOG R4
S B AR I R 8 B AT AR Y, @S TR A I 3 5% 5 8 X del 3 45 2 R R L ROIF (W BN A A BB AT, BRORAE T P24
(¥ — Bk, )AE 2 X IEREE A e L T AR AR B,

SR, BB T — A Z RS, TR AE R I R B th, 4, st i T iR B W AE VT 1) (RDMA) 1) 2%
A SIS T I AEARBLIR A B, PR BRI O 5 5 5 1) CPU (M1 S TF8, AR R 4 Ak 77 ZE T REAS T i e fE ik
¥. B AT P Active-Memory® >R 7540 B i RDMA W44 [R198 77, 3 5 —Fh & 9 R X ¥ B i R — 4%
RDMA. [ £ 1 B THFRI 8T i AT R . Active-Memory (A4 H A3 e /MESRAT B 1 1) CPU JF 4, AN /& i
MU B Active-Memory (4% O JEAEZFI ] RDMA ) 5 a0 50, B4 50 R 45 10 AR 55 28 e %, AR
¥ K iEFE CPU.

PR 26 Fh A% v v 2 77 A 58 RS . I 2 Fh 4 2 PR 2% A 3T IR A, BE AR S8 Fh AT Sk, FRE . BB
PR BT AR G #0 4h, A A 2% 4IRS RN 36 1 B, BRI $h il SR e 5 i B i A T SRR I 2 e %, TR
— A7 AR A AR IR S R v A e B, B I 2%l 2 BB PSR, THEENL R G LR A5
HH LR, I 45 1 24 ) 46 I B RN BG40 5 i AN 2 FL AT AR S ), H— & THEAL R G R T e
SRUMAHEAS P2 1] FVE s B SRAME B BRI T R R B BN R, R AR AR 0 A
TR W, RS WL A A Ak, (R XA P S A SR A PO B TR RE, B 5 TR RR . BB RRIE T
o, BT T R HE A AR AN S LR, 5 T oWl R, AT R BB AR PN EL SRS R, B Al R e
E3e, 5 TEEAE RN SRR WA LA BRI AL, AT Wy R R EN. DL A
AN RAT A I H T B 0 BRI R R S S5 IS B F Fat tree $fi4h. FT-RUFT-212, FT-RUFT-222 454
H), BT A LA AR A 1) 2 5 T B

B4k, BT RDMA [RA-0 R G AE4R i o IR T A — e AR 35 SRS BB A7 A R G0 L4 2 T I 7 PR BB A7
il FOJE T 1R B A7 i, RDMA B8 I T A4 e DR EL3F A 20 A SUBRELAF 0 R G, FERUAR AL AN il R o, K
8 TSR AR BEAIS, M58 T ARG 1T SE AN RR AN, AT S R G A W] 43 SRR B AE FTAR G AR A P 25, R 22 )
A7 AR X 228 V5 25 SRR, SRABA T AR G A Y R v 8 B0 20 A1 sXOT 1 R 48, 8 SR AL e 77k e 26 AT 2% B0 9% R A AT,
A ZR G R] LU RDMA W 2% RS R RE R AN AF, Ji/b 1 4845 T4, RIEREAR 1 SEIB A1 CPU AL, $2
w1 RGN A B RDMA W28 M RE 325, 25 T RDMA 19434 AEfif 2 40 T LSRN A7 AL 287 L 2 1
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PEfE; X T 40 F 345K . RDMA [7) FETT DL 008 P 32 54 A BLURROPE B, GIFAA 319 IR B30, 55
U TR T 4. BRI BB AL MR AEIR AT CPU 513, RDMA (6150l 7 28 55 Al 5 T HU M 4 P 9 55 1 5
1, > T 25 O L AR R AR K AR BT IR 4 SRR R 0 BT B, AT 52785 2R 06 0 P
AP,

K1 AL S0 R

T W 3 T
AR BT, B
gy L TARAE B AT AR A TR bERT A Rk S 5 B RS
B A TGS R 5 B S, T T 5
K SEATIL FE D T S Ay
o o ree GRS SEHL 2 T R AL
SRS RGBT DA AE AL S
Ak SN 2%
SR A1 b AR 2% R A T, 5 I
PRI 5 TIPS B 3T R MR S 24 1 T A
PR BTSN 0 RN TR
BT ST R iRt o et ST e e i A ek L
T b 8 SRR BREWTE ) 5
o5 LRI 2

RS AN R BT AN YR, AR, 2T R R A

F L0067 5 7 e e 5 11
L PN P I

SRV

SRR R A, HAl Y ROE R R

g TR AR Ll SR A 5T RERRAAED  oft st 8 U M AR 2
R 5 TR R 5 TR 5 SR s
BaWi Ao D R aNES i, AL TR, A R, A

22 HEEHE

AT EENAE G TUR & . FEFGEIME 7T RIS, X T S HER &0 2 T, A S0 e E &R
2t AT eI B 1) 9 HE AN 7] /R 51 28— Le 25 5 B HOR. T 88 )2 T, AL FBNEERNE I . FHRBE. B A
R RIX 3 AT TR, X T A, A F TN = BB I — Lo 47 gk o vk e LR A
221 fHiESTIRED

TER BRI AR, B o 2, H PR 2 RS B /R SRt BE 38, = MRS 1R 455 75 ZEAEETR M A RIS LT
Yekr R T M. BT LAE = vHE i RIS IR 55 38 M Bm vl U 1 M . 22 AR m] M, (RO 22 1 B A 2 18 0 A7
fit AR, T B 5 B0 B v] RE =P B0 T = iR %% 2 o0 S B m PR A AT S 1. SOk [35] S5 E EE SR MR f
il Z (AN AT 485, ZEANIEINI 22 2 RO 0 T~ SE Bl m ik mr il SE AR &R 4. AR 4408 FASTEN [T 8 = A7 i
B80T R, AT P E B HERMpR MG H, AR ER T MRS SIPREE, TrE AR IR L RS R R
MIZSEERE T, J5 8 MIARYE F P 8 X TU AR i B i IR 5545

TE R R G, Q08 b TN 19 sl A 42 3R 1) 22 250808 o O, T8 e e 1 9 2% o A 2 T, T O A
BRI, T UE X R R 45, HAPh RGN T 7 20 2 RBIR I 3V Rtk (B = (volume). JHFE (velocity).
Z R (variety)) ZAb, AT VR RAEE IR 55 w7 22 5 p BRI, AT A TR PRI B oC B s R R 2 4
R AR 7 # B R E IR FF LT 20 ms, B, FEH A FMESE AW SIFR T & HIEEW RS
PaxosStore®). T IEAR E R H A BT, B0 A FAF AR 0y 1 22 M7 5135, T Paxos 2045 AR Up L
PRIUN R Z Z W RA7 4% 51 238 F 15 7] (19 R 18] 44, [FI PaxosStore I TEFA2) Paxos SEILA F T Hul i i &, A
ZEHARGMRF I

Bt 25 SRR B I (03 S, 1% 88 SCE R G AT R U B3R A o 1 i 5 >R 5 T 1T I Bk % PolarFSP 7R
FHBT DS AR D B Sk B RAC R, 9 WA E R4 55 i A4 L, T H B 5 SSD AR S RGAH M 4EIR,
IR — M 3L P ParallelRaft, PolarFS 7EAEHE A5 L —FEIIE O FSA T Raft P2 4& BT 5 A
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PRI, MR T PolarFS 3147 5 N[\ RE. 4N, PolarFS 78 /25 [a] SZBL T 25480 POSIX 85 11, iX{#75 PolarDB
AT DL N S S S B RE R T, X LB E 2T f# PolarFS A% 7E MBS RN Ab AN = M A8 75 SR TR SA G- R i 2s
A7, TEAT F 4T TR L

TERBIEFI =TI 52T, AR GU B0 B 3R G A3 RS E 0 i) 5 38 31 PR BRI, 0 L& 78 7 B puid
A AR 53 37 (K137 5% T . PolarDB-IMCIP*WE Ky —Fh = Ji4E HTAP 4 P, 3@ e 2 (¥) OLAP 4 B Al /ML 3of
OLTP W4, Pl 7 ] WA 438 LASeE i Bicdis i e 12, LR A N A28 2R 51 VA SR A A S s o3 A 5440, IFBIA
T CALS Al 2P-COFFER 7 T ¢ F 3 A Sk i sl # 3 BB ML Ab, PolarDB-IMCI R 3L 2 47 it B G A s ok 1 3 i1
HRIE P Y R, IR B R R T R A AR B R X R S A MU T T R4
FE AL 3R HOHE I 1 R, 3B RIRHR 1 1 RSy n] A, S L B AT B W RE . 980D IR AT VR T #E,
PolarFS 1 PolarDB-IMCI Re7E K EIR AN 27 SR R vl 58 Bk %S, MR RAEETA KEH KU
Vi) RS Ak B 95 SR B A R R 18 (R 5 v T A

E B R R (4 152 P R 3 o 0 2 AE B0 o0 (data center, DC) FHIE AT (I PB4 A N B 51 %2 b fil
) —/ MR 2> DC (13RS Sk S FH P 5 DX ek vy 70 B8, B P T DAFE 240 DX 380U 0 i 75 40808, AT
/D T DR X3 1) 2 Sk PR S 2R TR 8 AN g 1. I T 4 AT N R St T AR KRBk k. D eix — i) i,
SCHR [39] EINT Cure. Cure J&—ANEDREF 1 AT PRI [R] S A5 — BoHEas 2010 Ui R 4, - 28 AR
—EME R E DLROGE R A R B SRR SE IR — R Cure $RAE T — R AU A FEAS AL TR R — 0, IR
A2 HF 5 DR L CRDT (F R E il HiE2 ) S2r. Cure $24L 7 57 F MR — BUR B i 7K P IO ARAIE. GX R
WEALFE: RR—8E (EAFERE) 70 (—E00 2 5T ) DL ST RE 22 AT I R 58 35T (1) = R 2R
OF R KUF 1) APL) (FRAEYER). X Cure HIPEAliSE SR, 240 Cure 5IUE MTEAR [F LAE 70T S4B RS
SRR — 3 R Gk AT LR, BRI B M e, (R B SEI T SR 4T () 58 T WL RE SR AN 58 4 DC A 4%
MR 2 2. A, GeoGauss™ R Gith i il CRDT FSLBLRIANRF — 5tk 7F GeoGauss 1, CRDT i f# 1 B fif
FEAN [ B4 v o 2 T PR P 248 SE R A 43 XA 100 T, M R ORI — S0, I BLIs i B AR — S5t S it vy ) R 1.

W6 75 ELIC I 52 AR R PR % Jre, M i 2R 45 T R B - B SR T ) e A, B A A« BRI S R AR AE SR %%
MR . AN T — AN RGN T SR v B OCE T, DUE AV E RIS TR A A S b B — AN BB A bR AR TR
PE LT REIR AL AT TR FIIRSS. SRR R R E R R AR K EH . MR R PSR PENE.
B RGO E R NNEEREE Y GRS LS 3 RS Bl R AR s ASRA A il s L A
i ST EAR E IR T — RPNV RS, DUFE £ R 5538 DG P I 4632 20 72 k. Wi R8I (AR R )
I AR RGBS, & HAERIC E ML, IF B 3 80 R E A X . iR & Ok vk SR A 2 P e B 4
Pt — BBV, — BR MR, 48 RS V)4 5 0 1) B &4 vl i, MRS58 A HE AR P A AR AT E R
GRS TEA AR Sl S, TR ENLIRE A 0 3 75 B — 45 B A s SR IR SR A DR BRI A 1, SR G 7 ks R G 4R
TEEIA PR,

—LURF AL T B A L At ST T R 9 R 9 HE I L. Pokharel 45 A YV5E L 2 2R G 9 HE R L G b
U4 7% (geographical redundancy approach, GRA) @it SR T /R v KA RIS GRA HEAT /a8l 1 5 nl A,
[l R R TR ML R AR AR Sengupta %5 N W9 T 22 33k 05 9 MWK B2 5504 43 2 1% (data distribution plan for
disaster recovery, DDP-DR), #&3 fr37 25 551 F1 B 15 29 SRFE A 5] 203 43 R RN T il ok 7 3048 & i R AE 2
A A B 1K) 22 3 5 R P 0 R VK 1D AL Saquib 25 N PRt LR B 1 ol e AR AR T Rl
BAZY ZAR B ARARL T — P R 5 AP K S o< MR AR LT 5, R RSB BB AT 08 1, LA PR /N )
YK 5 H AR (recovery point objective, RPO) A% & i [fi] H A% (recovery time objective, RTO). Lenk %5 A MO Hy — il
Bt 5028 5 R 2 % 9 ME R ELAE 2 R EAT %y, VKO [) B S 4 4

AESHLHILE D 2 AT YL TR KOG R E B oCE B AER. A3 H 7 2 FhaT AR BSR PEAG T  R g, HA D
P H7 ) A 2Ry T R B O ) S T S B ol SR 7 R A5 31 1 T2 IR SCHR [47] 51N — Bl J2 0 A
T3 R R B Bl A g DU S0 0 225, f e 1 00 A DLt 30 19X 4 A3t DS T o AR A2 1) i 4% T R A ) S B g A R . D S
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WA LB 58— 1 AR AR 55 14 1o J2 R R A o SO 75 . v R R 3 A TR A A RO L X 2 AR
ANZ R T SRS TR AR ORE 1 P T 3R S At B AP T PR B LA 2 ) PR e s 5 2%, i s Rt Pl 2 £ o DL et 870
2% [0 2% R TRY T At e JEEL 5 R0 0 2% 73 DX e, R A SRBEZRY T 5 SUAR 35 IO BB 75K FE 4778 AT BE AR X 2% e P 1
DUT, PP PIA LB 2 18] A R k. MR A B0 ff BEOR T, 5 0 Ak B AR A P T, ol Tk B 42 L IR 2 21
PR AT b, G RATHIRAZAE, AT LA AN [R) (¥ B A A S — AN TE. DRI, 2 B A TS TE 1 % b 8 SR I, — A i i
AN FEANET (1. £ DU 7 0 2% Stk _E AT DA P DU A AR S5 B 249 Jig. AE LS A3 o, — N0 7 i 2 PR 5 T i
A DERR) A S, DU 100 2 o 4 B H A AR ] — AN S O RER. T =R S5, 25 i i S 1A — A Se il
FOETER, )5 SRR SLHEATEAE. X MEERE A SIS T U5 2D AR 5 2 2 1R R S
() SIA5) fKwT B, S P S RAIE 17 DL 307 X 2% 77 3 2 s AN DT LA 507 A WP e R R 35 S 481 F) RS Al
55 Al 75 T P T AT 4

222 F %

HEEHXT R Gt ] YA KM, U RN ARG . ACID H 5 ORIE 1 s i) — Boik Ay 5
P, {ELSE K% B 000 (191 4 m] H AT 40) AT RE R 2™ R 1A R ML, 3K 2 S BUME BRSNS IR, JCHR A K A R 46
DX B BRI, TR AR ) [R5 EOR T RE 2 R R S T A, IR AE B0 2 ¢ HH DL R, =55 T RE 2> 4 BH 28 e
58, TSI RGO SIRE /0. N T e m vl A, VF 2 RGE S5 A R m T S8 FRIRH 5%
(RO R BB DI S 55 8 B R 5 12 S 55 <5 SRS, I I TR 98— BUE BEOR BRI AL L3 S5 4R SOR FRAIE R GEAE 8 73
BRI DL T IR BE AR SIS AT, A LAY 55 U wT DASR D i RONIAE SR, 39 98 R SR RAT VR A LB /). TR, RGE T
FE S8 55— SR AN Ry ) A 2 ()R -7, SR SR R SR DR AE 2% P B 2 1 T R G REE R B4R IR 55

T B R IR RE S 2> 00 2% SiE 3R S Ik 55 4 60 ) 24 5 DX ] R R AE 22, ¥ 22 DA A SRl A7 i R G0l
TR B S 55 DRAIE SRS TH R GER FT 3 FEAEAN AT FI k. STHR [5] 25 &S it HAT H Rl A S555 PRAEA S 7L R G103 X Y]
[61) Y BAN T B3 B P 28 S IR 2 T LA ) ACTD B8 25 A3 A sl — Bk RAIE, DA 2 MIREE AT LUAE HAT R 4¢
HSCEL, WRLE A RESCIL. I8 T AN SRR B AL HAT [ R] FIPERIPERED 55, K 7 22 S AT S th FO 8000 e Gl 5 A i
— SRR 5 v Al R A HARIBE SRR, X ARAIE T AR AR AR 55 25 AE EA T 2 B A7 AR AR R R 2% 20 X A 00 T e
i o 87 SRR — ZR B AT BLSE B R R R BEAT 103K, R e AR O HAT. JLR AR W, B 7 AT E AT
b, PR AT R R S AN AT S HAT, T K 25 HCH: Al R 8 431 8 T U v vl PSR SE B, SRR [48]
J¢ 1 CAP EHM ACID 9555 [A 15K R, BIFEFEAE M2 X B T5 00 T R 35 7] LARE ACID 355 s il HY, JFIER] 13
555 I A, SRAEAE T 55 B Se Bl s . a4 R B B AR B2 AT R, BRI 48 40 DX 355 0%k
AT, FEARTT I M B e e — S AR R BT AT A ™ 6 ()20 BT, AT RS RIASANE] G EUREA RGEA T
Bk, $R 1 T HAT, ‘R34t ] P F HiE & SR AUt is.

S5, SCR [49] BF A0 42 5 - 77 2 4% OLTP REHAT A RF SRS, HAF R T — R i
FESRERSE S HAT VR IR A IBAT I %, AR 2 TR GE R S 3l AT 23 X, B T2 AT I A 58 0 i, il 37
ST (AT I R/ b 5, SR FH B A IR W RE 5 Bk 9% 1A 2 S5 SR AL AL 5 551 2. 7.5 55 B A7 J7 1, SCRIK [50)
WL T 55 A7 HN. 5 RIESER A AT AN, 55 G A7 T 2R T3 9 e R R 48, J Rl DA Bk U e s
GAF LoRIE R HE S )T — RIIE THUC B 355 R 5, 7T DUIE L 955 — BV BN S 47 SRS R AT iR 52
ARSI BR VEREREDT. HOT R T — A — SIS0, B EAEW WIS AT %N RA TS ), #t— PR Al
ARBE, AT UL A R 5E 5 AT BOFTHERY, RIS DRAEREAS 5 57 2SO BAT A PRI IF 4. i Ab B ) 35 5518
FUE S5 G A7 SR F 55 J2 UG 28 AE 20 DA S ARSE IR $2 44 1)z i A4 2 ).

N T HEBNAE 5 T 53 IX ROPA S rh i ad vl AR AR SE IR SEBIL 30 55 RAIE, SCHR [48] 3t T 20 IXAFLE I AT )
HAT, F 3R 3855 17 1 RN 5 B4 (R 2 3EAR Y ACID fRIIE, VMR BB 0. 4R 3] 7 Wikl =L ik [ 1
B, AR AR k. 555 B Sl PR kD SRR (0, S5 AS S R A B el T T REd R B SE B L
A0); HHANER G (o eh Kokt e R 554 X0 AT P PR RS B 512 D) (K R AR MR R k. BIAS AT R 255 T AR A
A NE = 2 AR R, AR — NS W DO e W BTG i RN IR DR R — D RIA, FRAOERIA T FIE; fnR &
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G IR B 55 i AR S EOE BB L, TR AFRATFRIX AN RGP AL S T M, iR —A> R4 € RIAS T, 12
BEEE AT A, AR AN R A = mT M. FEHSSR S E T, ATEBATA S s ] MR G, K2 B8 4R L 55 kR
BRI AE T & 4T 4k,

LA, i e TR P 22 G ok 52 B B e 50 5710 DG ARURF 5 1k 2 A 25 25 A0 B R 4 v i R v vl F 1k
) ) AR 2 52 B 56y, SCR [S1] BEvH SR80 T — AN 171 BA B ) 5 11 = 55 Ab 3 R 48 QR-Store. X R AL T H 12
(R R T SIZ B 3. — sz 1L 7 92 2 b ) 4 ) A8 ZooKeeper VB4 FR I SR S B1 E 1 )2 Leader iR 45 23 AR A IR
%A Y ZooKeeper FEREH) 2 0. 24 Leader IR 55 #% K B 15 K I, FIlAS IR 4535 % s 1 R LUK U il ) 54
ZooKeeper R —ANm Al I RS, '© A2 M R Ui, DR e A5 FH 1A 30 52 ) AR e R B 80k 1 P 10 A ) il e
¥, ZooKeeper 1§ Fl (11— S MNFR N ZAB, 1Z 7 ML T 2 i FETE MRS 28715 st (0 SE IR 38 0 7w R4 1
B4, 53— PP ST TR SR R ], XA T 2T quorum PRSI BN S A5 AR PR B SO, A A BR T H ]
FRFFEY. SR I b S I 5 20, B30T 5 IR 2% 38 719 A 1a) B AR s B2 o 1 0 B ZE RIS S R M B T RS, AR A
WA 2 0% U IR B A0 IR 5545 AR AT R 2 I sl b Sz, A7 7E e /D B0 AT R A &
il AT s IR EE N f, (1S5 5 T s R A S BN n=2F1. BAH B A0 1. X F 7 ST D IR R G20
e ] R A [ R O R .

%S SRRz B 5 U8 5 K 38 oy S i /R R H s g . iX 5 2 L3 i) B i G A0 2 7 aE sk
B R 2 2R PR A5 A B Ak B AN AT P TR SR, B TR EUR 5 N RS T ) 5 4R AR, A PAT Wb A Y It
RSEE, LYERRFT TR B R 25 2 ). S 45 70 1R 5= B 1) v 288 b EI ) 0 e v T PR AR B L. STk [49] TEH S0 X 11
it b, 25 RRR B F S AT IR SR I I A B, Sk, H53 DX B H 5N RSB 55 00 1R 88 SRt = 4% ) AT L i —
A, BEAE, T IR X BRI SRS 5, $& H T —Fh 32 3 A 18 SR W SRl A A L o X E (R0
AR FEFFAS AT 4 X i 4 P CAE R R I R, R A8 AR S 3808 5 B AN I SEBR. 8 T g Pax N 1 #, SC
MR [52] $2H T Strife———Flupi (55 A7 . B sh B 4 REAE —H, JEE B TR I R 3 F LN
T RZEE . Strife {8 —F ORISR EE, LB R HBENU AR R BCG BR AR S MNA S, EPAT
HEAL PR AR AL BEEATIE LR 43 X . TRUR 25 S8R, 7E %4 F AR 73 1, Strife (74 A8 LU BE T8 1 Wb BURT SR WL 1
Wt 2 5.
223 Sy

B THERR MR, =N P RSN T — R e s, SOVREEAT AT (A] L A o] M A DA A B
Kop g BHEARRS. BT RS REE, F2HLOEEH N ZEB R = L, = IR = v J A
— AP, — AN ) SRS R R B %8 AR R A B R SO B VRS A RN O v R R, TSR R AR
f e R ),

SCHR [54] 48 H, SEIIATHR AL TR AR A3 0 EE 2 T A BRI b iR R B AR AT AT A 25 2E 44 B
R RIS 50, 38 $R AR AN BT AR A L AR 5 S 49 I B R FH PR USSR SR AL RR S IR 55 hAt, 77 35 A il DL/ Mk
A 25T 7 BT i) R0 v B YRR FH 260 H AR, DA I A TR T R e M R A AT k. SCrh R TETE T AR T S B i
FRFRUE [ & PSS FEIIBTHER, JEH I i B (B RN R A T A bt s T AR
TG ks (g Evk. BgIH K. ACO Fl PSO %), RE& MEdsd. A TREM ARy REHT =
PRIR R PhE . AT ZAMRER N DAW E LA, DL 1 QoS ESRFANBIRMEA) . FTAL SR fiskdy
5 (B — LI TAT S IR B SR SR TR A (RAB RS 2k RE . EMA RS SR A A FELR).

B FH (0 5 1 B33 AR R R IR B AT LA o 3 3 B A BhASAN B AR R B B B e Sk
PAT R RIS T RGUIRE I8 AR LI RTEE 7). B0 fE B 0E 7 7] DU J) . A2 AL P RE
REAE AR T RAM TG O Sh& AT EIEE ST T RSP EESE T RAMTAPRS. BAA
R E T R R TR B T N AR (9 AR Wi 72 B0 Bk AT B0F i, DUR A v ) B AR AR AT S akdy
iy, XU BRI R SRR T R AR B RS R A BRI

JET Throttled %32 (throttled algorithm, TA) 51 £ FH7 & — P AN A HE, S # i as e US B0 % 7 o (1) 11 SR B
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FER—NEE BB (virtual machine, VM) RIATAES. TA KIRAAEFTH VM BIF1FR DL EATIER SHE, XK
ARGIRBSER, Ho VM & BRES (Wnm] AT/ e, W —A VM 2 r] H 3¢ HA 28 125 1a), il
(RS A2 I L% VM, WA EIRT ) VM, W) TA R [E] 1, 15 W5 SKARBA AT Phod b 2.

T WY R BIRAT (equally spread current execution, ESCE) (1) 1 #3511 & — M FE. TR MEL I KN
TR S, SR G4 TAE Sk BEATL 73 FR 48 — AN 61 010 VML ESCE i T8 F A SR A7 il 15 2K, FETEAAE I 25
[ VM P G Bl VML Aliyu 28 A PO T —FiR &7 1%, NEA VM AR RE— AN BUEVE ARG Z, LSBT
[F) (%) A7 8 3 . 9/ e SRS [R], B4R, R G T F k.

FTFINAES ) (weighted round robin, WRR) HI 73k Y17 5 4% G FAC 2R, (EAZEE R TR A AIRE.
WE I R & DI, 3T AR RN, £, Chen® 2 1 T —FhIE TR WRR Fik. %z AEHY
% (cloud load balancing, CLB) ik AT CPU. AR M INLIEAT SR K, FHATA R AL /- BL A R A 45
SE R, TR Web RS- 3REEHMFIBHL T, Wb 7w ST IR, 525 T KRG R .

2.3 MASKRE

AT AT S AL PR R R AR 3 N ST RIEOR, s ] PR PEE A R B2 T BRI R S R
55 ARSCEP MR E A B A S AR TN 515, X Le R R BE AT DUB ST 8 B B AT DA G458 A, T e— A58 In 58 36 1
AR R, WTITE = b AR A SRR G, TR AR 55 1R i 2 14 F0 - A48 1 A4k,

231 & W)

B R G R IEK,  p M R AR TR AR L, SCHR [58] MR T — R (UAESE, SO F EALEE 2 2 i FE R
MR B A RGP, AR T — Ml 7R B A R G LB WM BT &9 (F) THRIRse s &
B e A AR T TZAE SR D BT R 5 | R Y R G AL (8], H7E BT I AR A SE I B P (g B
P, AP o RN SR B e B W R, 2B GE oA RGN T AN H AR ZAE IR AT
RDBMS JIl5# 2% 2 G 7 5 AN 388 (035 7T P PEAE 22, B) 9 RAPID™”), RAPID & — N AT AOME 37 o6 R i b 2
5188, W LOERE R0 R B R G DUEV R AT AW AR AR Y, S R G T AR P AR N EE S AR R
ST 53 P S5 B T 3 B A B 2 R iR 2 TR 3 B T 2R G A R RE A 2L AP s 2k, o7 B P R B P 72 RAPID R AT
A5 i) B A > e R e i, HG S8 b2 OB w45 5. X TATAT 45 8 (A 2 28, e I {1 Sl 38 Wi o 4 % S 3 v T
FHE (8 3 S I A)7), E A AT B DR % 5 a4 PR (BB IR 227). 24 RAPID 15 UK AR
FREINT, PR & P A B 4, JE AR e rh BRI 8 8 23 X B TH R A2 AE — 1 RAPID 8554, %18 FAT 7]
PAVj 7] 25 RAPID G i3 14 AT 43 e 57 807 - JI A0 53— ANAH R 000 2 2 AU E0H 2 4 13 ) T 1L O T B AR A P 25300 1038
AT, REEFINT —F B EHBATERAINLE]: 24 RAPID 5 R A MUER, RG04 B SR I 5 AT 2 5%
i P U, R TR 4 SR SE R R — B, RN, RARIETLI T — AR NS, 7R VLB FE 1) RAPID #:4E 5
A ARAE RN TT RBIA 25 AT, BLENZ s s TR 5 R k. 3 LER 5 P ) RAPID #:4E4F 5 RAPID
T R [ PR 36 15 T R 2 DUHTL A T 2 3
232 HhfEfE

SCHR [60] H AT FH VAR W 5 52 4 v )R D7 V2 RS T R AL 0 T R RS, TR AS [ 2 PR R B A [ R R
FOHLEL, 2T — PPl T AR POT R BAELE, BN AN R R A (R R . VM R B HLRE) &
BIFHARE. 7E3CHR [61] BT, Xt — PRy RALUN 3 2 (REEAR. IRSAHE4), HH L2 LH
JRIZEI—ABE AR R T R R T2 =I5, B8 B R 405 b a1 s v] AL 25 D)AE DG, BRIl did ot
AR SRR R RS SR CRAIE S 2 1 i P, R S E R G ISR BN AT A, U R R
R AN HOE — B0k, Bl B S T TR 2 5 T A 2 B A BRI P [F) AR, CRUEE SO PR 5 s A b
IF, T (B ERRE % B b AT 840 AN A 4%, it CR A 1Y) v mT . v TR S8 A A 2 e o B p s 2 1) AT 2RI AR
B [R5 AR AL RSB = T . E50H 2 2R SR TR ) o T P A 2 T8) B M RO R & AE 3R I 5 IR S5 I AR 0N
BEL w0 ] AR R A 2 SRR R TUAR B R RS AL e B A ) A A P SR, TR R T
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G & SR =] A DL R R,

Fh R 77 v A Bl TS & S AR B AT R T S AR S B, X e v R 4 AT AR RS 6 BT AR 55
(platform as a service, PaaS) #&fit. SCi#ik [62] H142& Hi 1 Cloud-Niagara H [l £F & —Fiif R IE T = IR FR )7 A5 4
P B v ] AR AR FR (). 2R 2y N 2, A E R E . B E 4T F P BN R 7 R K2
BAEENURI R I SRR, v (814 J2 S B A A v T R AL BR300 2 7 53 IR 2 I = 1 B R IR %% Cloud-Niagara
{5 FA S0 R P S TR SR A = PRI 3B AT R S B B A ) B A B 2R . AEAS I B R4 % /5, Cloud-Niagara
rh ] A2 i E MR SRR B B A B T B R SR, B DR N RB S AR R AR WU I T U, RRERIEAT. SO iR
H, SEBLHR TRIE AR I DGR TE T J0 8 R 38 1R % 9050 M, A 30 3o 3 P 1 43 BT A 2R SR ST L Bt e
il % SCEREEH T — 3L T watchdog. A # sUFl H 8 (MR € BV, SUHR [63] 1 OpenStack /& — AT A3EAI
A= WFFE &, AT KET . AR SR, OpenStack H £ AN, BANHAF 51 5t = R B HIRR 2 77
I, 7 HA J7TH, i3 Heat 41457 LA 3 AN 31 s 4% B FI S AR 7 B FARP ) SERI R AR A (VM
). W H LRI, Heat £ 5230 E AT KT G i) 250, 40 S in) BT R T2 AL, Bl 22l e /B2 i _E Lok, (H
&, EHTA B PRI 2 T RE T B 1 min MR E]. SCHR [64] 7N AR H SE B HA IR R TT RAETE & ik &
SAForum H[HIfF. HA (% R (AR 4R 4 T — P AR TR T 2, AR Uy SR 56 T WA B FA R P, il et b s g i
A St A A8 ) e 7, S IR 5 e e e A 281 T AR SR AR 554 2 4D 4% A

SRR R T RS AR, B U (0 SR YRR FH 2R T f . W AT SR TG ) 32 BBk R —. Heat 5%
W7 R OHAR Y, I OpenStack 45 2 #2 Hil 2% A8 . 1% LA 1 75 58 AT LR IR S5 H 52 I8 FH AR 13 0 S il 1% ot i o 1)
SO, SR, SRR F T 5 0 2 A 8t PR R TR R A — e, DRI, IR S5 Pk R F T () T R A R . S
Bk [65] $2 T —Fh4eHy, EAERL T BUA [y a] F 4 Hp B 1R £k 7 %€ OpenSAF 1 OpenStack, FH T~ 3 & 27 1
SRR R . B AR R T R AR SR S LR, 180 FE R B R AR %% (infrastructure as a service, laaS) = iR %15
Bl VM IR 5 1w BTt 8] DA K VM HSE AT 1 B AR 5 BT (18 AR 45 140 v W b 1), DA v 0 28 7E 2= P O IR 55 1 T
PE. %7 RS T b Heat T8I R5CR (3 T2 52 R g T 18 g e A 00 AR o o 2 4 W SR T, 0 4 87 PR 2 R 55 ) K
S TR AR ERMER), FFETURBEBFIR & 3R AE 7 e gt 7 R IE 1.

REEIES R IR ZHIET 2 W R FE 7 B = A i), (R TE 2 Hh 0 SE i B F2 7 I 35 SR IE RS 0, 1X 75
T [ B i A o T P P R SR B SR U T = o AT T AR A £ e DL AR B PO BEUR T RE A O X 8
P2 A v T P PR RN S CRAIE A AR k7 L, SCRIR [66] R IX — B3 th T — AN 2 v SRR 1 it ) R T A A 4
IR R A5 R AT, AZAE ZE T AR A P e SR RAE S% B 308 R LB R4S, & F AR e T Remus VM #iBi
R R, 75 OpenNebula z ZERH AL BAFFI Xen B EFRPAEAL, $E T — A AT 3dR IUAE 2L i1 15e 1, 14 .
FEIFFE RN 01 e 08 B2 AL A AT A S SR ) B2 M LHEAT B A VM .

233 EML

TE 25+ 55 HP S R 45 o R 0L 1) =5 2 R 2% 7 2 UMb SR A A B B 9 S0 40 e T4 F 3k i R 1 7). A
V=R R AT L TF RN LN R T (TR AL HI84T) BB G0 N AT 44, Hdid i LT B S5 it B8 4 1) %%
TRAE F S AR T LU TE VM 200 30 HA WL, A0 e B A B0 B g« A 2 s A1 AR 9 I E AL B
B2 Ab, MU IE AT DLE I R 304K X 4 D) REAE N 45 2 AR, DASCEIARTRIY B AR, S8 745 9F HA B A8 B = v
FEALE AT MR T 2, AT T S A3 T B BRI a] MR v 7 . TR SEff g 7 S v, s Ads i 0
BRI 2% B VK 2 SR AE R AL (VM) G BAT 1. TE I8 v, ax e 5 T kg S0 AL B8 1 75 S8 ] LATE TaaS $243E. 491,
VMware $#2H 7 FiFha] M v 75 %€ VMware HA Fl VMware Fault Tolerance (FT). iX % il 1k 77 248 0] LLAR$
L FH AR 5 9052 i AL A0 B P 52 10, 3680 KT 5 3 A M 1) R UMLK B 3 A8 1 5 — & RN E IR SS
Amazon EC2 55 laaS $2L i 42 L m] F AL HI R ORI EDUL I P . (R, H P DA IR A A X e AL ).

SCHR [68] H1Y Remus & — AN AIEATE Xenon b I8 B ALER 657 B vl YRR R 4. Bl # IR
BAT B RSN B A e 22 S I B 4% 40 IR 25 2 2K SE I IX — R, W5 32 iR 5528 BRI, 25 1 ik 5528 2 B B0
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HFEI RO &0 mINE E BRI (RS A7 ES) RIRERIA, £ 0 58 4 i 1, RIS 3 TCP 231
RS (B W b 2 55, TEA DME AR 7 S B B AT AR BUE V5 % Remus VL E B-# 50 ic B ig 1T e X R 45-4%. SRA T
Pl 32 EEA: 3 RSO R R BB RGN E B TP E R R vr 3 RS e gk Ss AT I E BT 5 5
i R 55 2 P ) 25 191,

B2, 7E3CHR [68] 42 3] Remus FIZRML VM A E SR G0N FIEHE 2 RGATE DI IMERETF B WA IR IR &
o, B B R G0 AR A7, DRI URERS 25 AU IR 75 ZEA T VM R 31 &0 VM IR IR K. JLuk, i T4
B AT RE KT I 2 AR AR BIURR, T T R o 5 I 95 5 1815 R A8 18 W R 2 A7 I L ) 2 38 Il S B A2 1 AR
RemusDBY"5% ] Remus SFefFHLIX PIAN 16 . ZE3X B A IB L T, #B42 7 42 7144, A Remus $24E%F DBMS 584535
F1 T AT R A 3Kl 5 s B ) BRI AT LA, AT K KR 4. SCrR R T — Bl 2 3h-4 ) HA R 7 &, Ak
7 RETALERWNLHIZAT DBMS, 74 5 HA AHIRIIRHH /52 240 )\ DBMS HHERR, 12 K8 T L2 1 Thae.
ERMLERIRE S L (B3 DBMS) FEEA VMRS AL, J-4 AT 204 B ML, FH0E & BN LR 2%
By VML K S J2 3R 00 i 5 5 A T M3 3 2 ML 46 F LA ik Bl A, X% DBMS J& 38 BA 1. 76 i e 4% i ),
W4 BT 9555 ACID J& MR B % P o B, AT ikt DBMS %% /' i i .

1E =T E A B AL B o, AL R B HOR T W TG PERE R 8 R IR 1) R Sk [71] R
Phantasy /2 5 7E I 525 T A, 0 255 LS SR A AE IR, SR T84 1A e ml R 6 R 40 3 R 4. 1 2l
SE T BUVE A B AR, B BB TR R RS AR T 05 RGOS T B, R T R DI S, 13
7 R AL, £ T R R A4S R S8 PML (page-modification logging) A1/ 4% (RDMA) [#H5 52
PSSR AE IR 2548 . 75 568 PML SR BRARNE TUER R TT4, SR)5 76 RDMA (K35 B R, {3 FH i BUASE 280 5205 1 T EUTE 02
AR 3 B0 VM AT, DLAE AT B AP AT P B0 R 1. B I = 2y oKy PMIL e 3% f40 J 00y H 380 TR 42
VM, MR T PML 5% FIIE T, A I 32 VM R3T.

25 YR B 0 K 1 S 38R 25 mT A R B, AT SR W B AN BE DR, 0 I v R
REEZ = BHUVLER UGBTI 2 R A R AR HiX — 8, X 2 5 30 50 o0 s B 2, 7RI
BN, SOk [72] $2H 73T VM E B HEAL ARG T v T M AR A, 3@ 5 Ak s B 0 1 R A R A
S8 0SS AT P, A T R T R S5 A M 0 B R e, SR TR A SR BT T 00 R IR DA RR BT R B IR S5 T R KR
A WAL NG H B B S50, $UT O R ST 45, SR 5 AR L 1 BV P 4R e I A R AT
F2 52 1) v ] P SRS

AR E RGP 2 P800 HA HoR, BB S H G, 07 i 7 ik, Al AN H0E 2 iR 55 25 S
e — AMRATEHE R 1A FEAT i BN AL . 7l Atk 152 i T A% b 77 i B8, 1) i K B e 18 31 2 4% 1, L
AR ESCE ( vT SR . b ah, AR 55 38 U7 I A7 il B8 10 77 A O (9 SAN) 0 B0l it 15 FH T A% 7 1) 56 A R 2 1 T 5
PE. T SR HHE PR R 55 2 % AR W, R DA 1) [R]— B5aiE R 1 FLAth il 95 25 T DA A8 S AR 2% 2% (9 T 41 2%, @0 Oracle
RAC SZHL T B AR 55 28 Se 0 i RE 0 L 2 22 phiil . Microsoft SQL Server H ) M BB 55 7 42 48 DL M il it MySQL Cluster

= RS TEAE B ) 7 B 5 ey ] F PR AR 5% 00 F P SR o B IR 55 B B AT B T B L — . A R = 2t 150t 1) 2
AR R —. BRI AT AR A A el R = el m nT RS R AR TR, At — 2R
AL HE S AT R R R T 22, 40 VMware HA Al VMware FT. [R5, SAForum #E A1 OpenSAF fEN— A
ST, k55 v mT PSR T — AN AR ME R IO 7 . AR P R L IR SR o ¥ v AT P, STk [73] ik
T IR o] FH AR BT %8 OpenSAF I VMware {E A4 BRI R T X, BTN LIE T, VMware HA X%
(R0 . B JJ AN G0 OpenSAF. S T &5 A& BT RE SRR R B ATTIAL A, Bt T WAtoEr i 2844, 48 B JERR LRI AR AL
TR SR v BT R LA B . R0 B bR 85T OpenSAF ST VM 4 dr B4, LAIRZD VM 18 K AE TR I ()
PP (B AME S R], RIRSEATIE VM IR S Gk SR (6 IR 25, H AT v1E, D Seilf s T A SR RNLE AR 7
R
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3 HiRESW A RAIBkER RIS

HE 27 v T PR AT U2 — A B A R U, 5 S AR 0 A 55 75 3R AT A, B (KPR AT 55 A 7 L L.
BE = TSN AT SR GEK )2 B, A e v el R PEAIE 7C Th i  PRa Sth H 28 B AR A 2 AL

Wt il 55 s R i 8 9% 1K) 52 20 P8 o, 68 AP Wl 140 02 B A0 K SR 3245 SEDI R ¥, 9T 7 45 285G 2 A1) P 3000
Y A A B TR SR BT IRA R S RE A B (R, KU e 2R 00T 0 208 PO A0 BB Re A , 19X % icvT  5 508
B8 TR0 IR AN 1) T T, A7F 882 3 4 8L T S PR I 48 ZRAG AT B, LY/ B i SR A B v o0 286 1 Sk 2.
IR B AT LUK 22 0P R th 2 A P 1) e T R R TR Bk, Gn B S Y RES P I e, 2 e A e
PRSI IR SS 58H0 . B A BOR S SCBL T v FE R RAEVE R AT 4 e bk, SR, AESCHFahaS T I i Rl PRAE R G i
AT FPESRAFAE R AE, JCIAEAE 2 M BN 2 = 08, 5 X Bl R i R0 st 52 55 ) AR 45 5 0
2ok

I BE AL A ARG 5 VR, R LS 2 S A T R 8 H B AR REAR R, SRR A PRI AT A sk 2. N
TR REILAE B WS 5 2 E I B ARG, AUBOR A DU TN R gtk . AL B8eor . B s ik 2 55
AR, ZET AL EE 8 AR G B SO AT 1 B, D8 N T, 32 R G R AT T A, W9F 7T ]
fE BT B 22 8 RE % M40 S et A0 7 B AR 0 1 7t R R R AT R YR 0 T, AR T . B AV AE 2 T
5 _E B8 I 0 75 SR, 22 25 Bodie P Py v T P FORE RN B AR, AR TR AN ] 1 25 PR 85 o e 2 B S A
[R5 DA A BEES 2 (B e 4%, 2 R KRB TR BT 1) DR 1 396 AL R R N 3 St A i T FPE 75 3R, B A5 S 47 bR
HE (0 e T IR DR 7 5, D R IS FH 37 S5 A g 1 A PR 80008 P R 55, S i oA 5 6 F) S P 800 A LA 23 #

4 BURESTABAREY

AR AL SRR P AT M — RV E AR, WA SRR E . SRRSO T . /74
BB A CR A 1 — L B R 2 P () A7 5 1 DL B PT S PRI AE A 0 & FOBR, DA AR B0 1) R0 AP R RS v 7
S B B 5 526 — S8 R R 4 R IC B SEU AR 51, DL R gtk e Fids e 1t EARAGET 7 o i A &
X A LA ST 78 B AN A2, I 4R G B R 8 55040 3 LU WL 43 A 2B P A o R S B
TE 3555 b B H 9 7 FH R CTT I () Bk R v, A7 0 A0 S 4000 DR B0 12 R G PERE I 2, S MA MR T R
G2 1Y i [ AN A — Bk
41 & it

R I R A 23 X 4R R 5 B B RO VK &2, TR A e T S T R A A 28 . ITE R L s 12 K 22
I 3T Hash (E0E 5 X 77 2R S 40 A7 s A7 . 1 40: TBase i 1 &2 )R AN Hash 73 A7 B AR AT S04 TR A7
TR PSR AR X RR A 7 Fr B AR B AT 0 A SR EORGBE S 1 BT R 22 B 1 e A, (R 0 4y
XAV F R IR 3, AL 88 A AR BT, an SR TR S K B o B o, <580 RTO ik K. ik, w] DA4
HYEUE B 3E R XA, SR SR X305 A IR BN A 45 A 1) 75 2K RTO.

TE T AR R R 43 DX B I 40 DX T ARG B i e, B 40 X0 % s TRV B R %, A (%) B 40 X SR 7T ASR 1y
BRI, IR AR R BRI S A W AL 3R, BRAIK RTO; BE S A7 52 A2 4t 2 )R FH SR I B AR T e, B2 2
P LA T & Sl SRk S, T AL T AR B0 2% -5 3 4% U o 2 e i BT R, AR RTO.

SCHR [74] A48 T Megastore. Megastore J& 4 T i & 24438 B ATE LR AR %5 I B R T IF R 766 R 4. L LL—Fb
EB 7 A& T NoSQL Hl A7 (1 v 97 1 A1 4% 4t RDBMS W FEE, RIS 45 T 90— Sobk: (Rt A0 vl .
TEY)ER A% H BigTable 1E— N4 vl B9 e BB A2, Wil K5/ E /- R 2 AT KL FERENLI B Bt ik H
B 4 1 B0 22 T B ORI /ME IR B iR ik & SEBL T Paxos E M AIFIREE, o4k T 5 Hh B 4 A £ o0 A
FEIRERAE, NRGIRME T m v M.

STk [75] $& H 1 Dynamo J& —N i 0] B FISEE A7 R G0, ARIE—8UE, ASCREE S, Lok, BREIFHS
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AT, B —A NoSQL B3R R B . Dynamo {3 — 21 Hash X #Hm 3847 45 X A1 i, 8 i 0 G iR A2
I PRAIE — B30T, 308 I i B s AR R 23 B R A () A B S AP — B S EE T gossip Y3 A7 2 e s PR e 528 B 1L
238 B IE T SR, BRI BRI L, Dynamo SEIL T — N RIG TMARUE R AR R .

SCHR [76] $2 11 CANDStore & — M50 — 3 AT WIS A, B8R T —Fh i DR i 35 1k
B Z R AR 5 8 M AR NVMe (non-volatile memory express) SSD i R SZHILAE 28 # 5K & .
CANDStore {# Fi3E 5 2< ¥ 3 4% (non-volatile main memory, NVMM) FI3E 5 2 M 47 £ (NVMe) [ 2558 55 43 A ke 2
AR LB P 43 A0 AT, 3 LI (25T 3247 19 2 A Uo7 B8 008 e, A B8 v PR ol P 4.

SCHR [18] $&H T — AN [ BAREE R O i N EAATHEF & FaRM, HEA S &, RAEE A = n] %
TR AT R AT AT 55 ARYE 28 — e IR, DA A B0 PO iR B B R E i 34 LG RDMA LI 7 5 190 285 Al
$RALAE S St DRAM FIBRAN 7572, FaRM PR BGEAE 3 NSRRI CPU 3 B> B 40E . (/51 RDMA
BERENE . BRI HAT . FaRM 1l il ZooKeeper Birif iR 45, 1 i SR WL A& 321, SR FH 6 B BLIR ZS W03 38
T B TR A 22 T e Y o A7 i R TR 5 T 0.

TESCARAF G B s mT A L, STk [77] 5N T HALL, 2 —N il AR 2, B RAID A JF Y @
B = XL B . HAIL 88— 7 Al AE ] Al & 1 (proof of retrievability, POR) A1 ] iIE W 545 AP (provable data
possession, PDP) B PIFN 7%, 1830 — 2R 55 #5 BOBK ST PR 474 A 55 SR A8 B SO ) e B v AR B 2k &R A POR AE
SR A, FE ARSI B R I AT AU R B 23 O AF A% R UR. B9 POR BB B2 I 45 4% 2 FH A AR 4R HA 1) 43
RSO T A UER A T80 AR AN A T 1 st BT A A FR T M AN B 2, 2 E B B A
B %, HAIL #4R T SCHFRmT R, DARAESE R IR 28T, i LA B AE it R AR B 45 03 2 Fow.

K2 AFEHERGRIR A

TR P e R
Megastore #5404 HhL S ] 38 30 Paxos MM SE L4 JR) — Btk 5T &, FHE FEIR ] REREK
s T B HEHash A BT DR S BT 2 b, R
YIAIMO o i 5 5 RS I R B AT 5
2 P e B, PR D B VA AU T AF R B it e
CANDStOre o ke A1l (ANVMe SSDE R SSBUELMIEIE 5, 5 T k(s 5 Do AR

BT WA TR G, CRFF S AE M mEt i, mikee. WTAAEKEREZATARR

FaRM ROMA AR SR ER fIRAER ol 2 O 24 T 2SR e
ASRAIDIIEA By 2 = A HL BB 26
FEB AR (POR) RTATHE A BEHEREANE (PDP) 4 o — oo i b soie e b it
HAIL g, (RS 5 RAERI I SR g o 0 SRR AR HERTFA K
LRSS HEHE B, 338 T RS HUHCT e
42 SYEE

A1) OtterTune. W = BT B =%7E H ML S B B 77 AN RS BRI M S 4 E, Wl
AL ST DU SO AL S B S A SR R AT = B0 E S BURAL, IR R B e = T AR AR, NS & R AR S E UM
AR TT RE T R EHE FE 5 ML SRS Ja B 2R W PERE T B S5 ARG, IR B 1 T [ v 1 1 S E0E L 7 iR kAT
k.

HE N SEAT P ARG o E B R R, 1 HIE 2 & B0 2 1 v A . 38 BT R 3R e
F MRS HOERL 77, L PN AR A I Fe bR (WHR 22 25 20 ), S8 5 AL88 2 S 1 2 A TR L
KRIETERIE FE SR E, e E P R RCER I RN, KO & P s ol FH o, sk /N B33 28 o5 LA s 431
ENE

T RGH, ST HA) & —NEREERA . R0, BT ERBITHN 3 E . KRET R HA FlH.
Zy AR T HA L& LR AB R B3 ST, (RAE HA 2 BAA PR EN. SR [65] FIFIZAT I RS 444 (runtime
system architecture, RSA) K H AL E = 11 HA. 22T RSA ) HA BCEHEZE By 3 MM AR, 7 3 RETH RS
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WiPEde . HA FUHDEREZRF HA BUE 2% BATHME B ST R4 M 188 S RBLZE RSA E. 8T MEA HA #L
il Pk PR E PO, SR T ARSI T AN LR ((HIFA G ). HA LB &2l & JF RSA Fl HA Bl
HE PR R SE LY. 5 I0E TAEM L, %07V R VFIRYE R G Mis AT RRES R Wi 5 HA AL R R0 4TI
ML A BT R 5 . UREE IR RBLTE RSA I, ik T HA 15 B0 4E.

43

i P KRS o R 8 LA A S A o AR o TR RS s . AR, FE B DAL TR, H Al ods
{10 R P P 9 2 i SR BN A U 1k BRSO A, T A 2 28 P RE A 4 B . AN R R ) 14 B T e 2 i SRR
S AL VO S R, I R A T . 2 ), TT DA H R SR A T A R R A R A Ak BE,
FFLhE T RPN 2T 2 B AR B R AR AR e ik 1) .

DA BB T AL 38 K Z AR AL R — i), S KR A 1A R R, HTGVE SRR S 63 00 P4, I Ben 7
B T R R G B T i R A T BE ZE L AR S LA AT B BRI i AR, R T RE A AL S, DU AE
RALRAA . ST M A AR BT T A0 22 2 I 2 B bR B AL, 6B 40 B AR A g AR O R [RI, sdod P
RG> BT s DR I T B AR R 3 T D RTO.

44 F %

A Bt o R T — B W UM 22 43 A 204844, 49 4 OceanBase $i2 14 T Paxos [ 2PC, MongoDB 2
THEEH . SRR IGE 210 A, B b 75 SE7E DG Wb 328 32 B0 57 RO D)3, S W) a8 G b A7 75 i
FidiR, AR, FENFED R FECES W, S R0, T RUEEEE — S0, #0808 E R4 KT A
B, HENUE B R8RS R MU Sh G FERZE % 7, Bl MySQL. Oracle 25, (HIZ X AR5 N HA fha & T
F PR 28 B3 T BURN, fEma ] B SR TR IE S S 7 R EEE R AN BEE R R R, Al ENS
TR 55 B ORI — B, 10 TDSQL 1957328 2 e st [F) A0 S 7 5, 51N T RAFRMAEAY kAT 57 20 Al i ]
DASR i T . L2, S50 S AT B PR ML AR 5500 22 3 B PE RE A S,

5 B %

AT 24T Hodls P e R P T i P B RN PR T e P v AT AR R ) R, SR T AT B BOR AR T 5,
ARG AR AR S 2 B R RO R GBI RS M4 Bl SR BN IS5 3 K2 T 7T
BUIR 70 K 5 M, BATHE R T 2 AT BORAE R O et ol FIE 75 T (R DTk 5 A A2 . A, ARSOE MAE Al . ZHRCE
AN S T2 T BRI, ARLRAR AR K TSR B 147 8 10 WA AR 1, 9148 R HEh Kodfm
P R Al BRIk — 2 K .
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