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摘　要: 在人工智能时代, 如何高效地完成大语言模型的预训练, 以满足其在扩展性、性能与稳定性方面的需求,

是亟需解决的重要问题. 大语言模型系统充分利用加速器和高速网卡进行并行张量计算和通信, 极大地提高了模

型训练的性能, 这一进展伴随着一系列尚待解决的系统设计问题. 首先, 在分析大语言模型预训练过程的基础上,

介绍了其训练流程与负载特点. 其次, 从预训练系统的扩展性、性能和可靠性角度出发, 分别介绍了各类系统技术

的分类、原理、研究现状及热点问题. 最后, 从总体层面深入分析了大型语言预训练系统面临的挑战, 并展望了其

未来的发展前景.
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Abstract:  In  the  era  of  artificial  intelligence,  efficiently  completing  the  pre-training  of  large  language  models  to  meet  requirements  for
scalability,  performance,  and  stability  presents  a  critical  challenge.  These  systems  leverage  accelerators  and  high-speed  network  interfaces
to  execute  parallel  tensor  computations  and  communications,  significantly  enhancing  training  efficiency.  However,  these  advancements
bring  a  series  of  unresolved  system  design  challenges.  Based  on  an  analysis  of  the  pre-training  process,  this  study  first  outlines  the  training
procedures  and  workload  characteristics  of  large  language  models.  It  then  reviews  system  technologies  from  the  perspectives  of  scalability,
performance,  and  reliability,  covering  their  classifications,  underlying  principles,  current  research  progress,  and  key  challenges.  Finally,  this
study  provides  an  in-depth  analysis  of  the  broader  challenges  facing  large  language  model  pre-training  systems  and  discusses  potential
directions for future development.
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随着大语言模型 (large language model, LLM) 时代的到来, 模型的规模从百亿 (10B) 参数扩大到千亿 (100B)
级别. 这些模型能够支持多种任务, 包括传统的对话、摘要生成、机器翻译和程序合成. OpenAI ChatGPT、Google
Bard、百度文心一言等代表这一潮流的大语言模型应用, 其用户数量也在迅速增长. 然而, 随着模型规模和用户数

量的迅速增长, 模型预训练过程中存在的性能、扩展性和稳定性等方面的问题也日益凸显. 大语言模型所带来的超
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大规模参数和对高效计算的需求, 与传统以单 GPU或单机多 GPU为中心的计算模式之间存在巨大矛盾. 这使得传

统的计算架构和系统设计难以满足当前大规模语言模型训练的需求. 在模型结构方面, 大语言模型逐渐以 Trans-
former [1]为核心结构. 例如, GPT[2]和 BERT[3]模型通过堆叠多层 Transformer构建, 推动系统在处理计算负载时逐步

优化对 Transformer 结构及其算子的支持. 在作业模式和实验管理方面, 深度学习负载的特征发生了显著变化. 过
去, 训练过程通常依赖于自动化机器学习和神经网络架构搜索, 以探索多样的模型超参数与结构配置. 而如今, 这一

趋势已转向以通用的大语言模型预训练结构为核心, 其特点包括: 1) Henighan等人 [4]指出, 模型结构相对稳定, 超
参数和结构的变化对学习性能影响有限; 2)单次训练所需时间较长 (数天至数月), 资源消耗巨大 (需使用数百、数

千, 甚至上万个 GPU); 3)在训练过程中, 常常面临显存溢出、执行时间过长, 以及由此引发的软硬件故障等问题.
目前, 在大语言模型系统研究领域尚缺乏系统性的综述. 本文旨在介绍和分析大语言模型预训练系统的技术

特点、分类、研究现状及热点问题, 并对其未来发展进行展望. 首先介绍和分析大语言模型的基本概念与训练流

程; 其次对大语言模型预训练技术及系统进行分类, 介绍典型的开源系统, 并探讨在扩展性、性能和可靠性等系统

设计问题上的关键技术方案; 最后对大语言模型系统的未来发展进行展望.

 1   大语言模型的建模过程

 1.1   大语言模型简介

大型语言模型在多个领域展现出了巨大潜力, 尤其是在跨广泛领域的专业知识中表现出色, 能够执行复杂的

任务推理, 包括专业写作、编程及求解数学题等. 在大语言模型基础上的多款应用, 例如 ChatGPT、Bard 和文心

一言等产品提供了交互式聊天界面, 实现了与用户的自然交流, 能够解答问题并完成各种任务. 大语言模型的优异

性能得益于其核心架构——基于自回归的多层堆叠 Transformer. 该模型首先在大规模文本语料上进行预训练, 随
后采用强化学习, 结合人类反馈, 使其更符合人类偏好. 尽管训练方法在表面上看起来较为直观, 但由于模型参数

庞大, 对算力和基础设施的要求极高, 因此目前仅有少数公司和科研机构具备从零开始完整训练的能力. 已公开发

布的预训练大语言模型 (如 BLOOM[5]、LLaMA[6]和 Llama 2[7])在性能上与 GPT-3等闭源模型相近, 但这些模型

目前仍难以替代闭源的“产品级”大语言模型, 例如 ChatGPT、Bard 和文心一言等. 这些闭源产品级大语言模型经

过未公开的严格微调, 力求更好地符合人类偏好, 从而显著提升了其可用性和安全性.
如表 1所示, 我们总结了近期具有代表性的大语言模型, 剔除了基于现有模型的微调版本. 表中记录了模型权

重数量, 单位为 B (10亿), 预训练数据规模 (有的披露以标记为单位, 有的以语料为单位), 训练硬件规格和训练时间.
 

表 1　具有代表性的大语言模型总结
 

模型 权重数量 (B) 预训练数据规模 训练硬件规格 训练时间 (天)

GPT-3[2] 175 300B 标记 － －

BLOOM[5] 176 366B 标记 384 A100-80G 105
LLaMA[6] 65 1.4T 标记 2 048 A100-80G 21
Llama 2[7] 70 2T 标记 A100-80G 35.8

GPT-NeoX-20B[8] 20 825 GB 语料 96 A100-40G －

OPT[9] 175 180B 标记 992 A100-80G －

GLM-130B[10] 130 400B 标记 786 A100-40G 60
Gopher[11] 280 300B 标记 － －

LaMDA[12] 137 768B 标记 1 024 TPU-v3 57.7
GLaM[13] 1 200 280B 标记 1 024 TPU-v4 23.9
PaLM[14] 540 780B 标记 6 144 TPU-v4 －

PaLM 2[15] － 3.6T 标记 TPU-v4 －

αPanGu-   
[16] 13 1.1 TB 语料 2 048 Ascend 910 －

WeLM[17] 10 300B 标记 128 A100-40G 24

高彦杰 等: 大语言模型预训练系统关键技术综述 201



从表 1 可见, 大语言模型的参数量从 10 亿级到千亿级不等, 训练数据规模在数百 GB 至 TB 之间; 训练硬件

使用数量从数百块到上万块加速器不等, 训练时间则跨度从几天至几个月. 如此庞大的模型规模、数据量和资源

消耗, 为大语言模型预训练系统的设计带来了巨大挑战. Ma 等人 [20]针对在国产高性能计算机上高效训练百万亿

参数预训练模型的场景, 系统分析了高效并行策略、数据存储方案及数据精度选择所面临的挑战, 并提出了相应

的解决方法. 本文将进一步分析大语言模型的训练流程, 并围绕开源大语言模型预训练系统的扩展性、性能和可

靠性展开讨论.

 1.2   大语言模型训练过程

大语言模型的训练方式主要延续了深度学习中语言模型的训练方法. 具体来说, 训练算法主要分为遮罩语言

模型 (masked language model, MLM)和自回归语言模型 (autoregressive language model, ALM)两类. 主流的大语言

模型多采用自回归模式进行训练.
MLM 在 BERT 系列语言模型训练中被广泛使用. 其原理是随机遮蔽输入序列中的一部分词汇, 将其替换为

特殊的“[MASK]”标记, 模型则需通过上下文中的其他词汇来预测这些被遮蔽的内容. 这种双向、基于上下文的训

练方式, 使得 BERT能够更好地理解词义与上下文之间的关系.
GPT系列模型采用自回归方法进行训练, 旨在预测序列中的下一个词汇. 模型通过分析当前序列中的已有标

记, 生成对下一个词汇的预测. GPT 是一种按从左到右顺序生成词汇的模型, 每个位置的词汇仅依赖其左侧的上

下文信息. 这种单向、自回归的训练方式, 使得 GPT不仅能够流畅生成文本, 还具备强大的建模能力, 可将多种任

务转化为自回归预测问题来处理.
随着 GPT-3等自回归模型取得突破性进展, 当前主流的大语言模型大多采用自回归方式进行训练. 这一训练

过程可描述为在序列训练数据上, 通过最小化对下一个词或标记的预测误差来优化模型. 在该过程中, 训练数据由

输入序列和相应的标签组成 (自回归训练中, 标签即为下一个需预测的标记), 模型通过学习它们之间的映射关系,
不断优化预测性能.

x = [x1, . . . , xT ]

hθ (x1:t−1)

e (x) x

大语言模型的训练目标可以被形式化为一个概率建模问题, 给定一个文本序列   (T 代表第 T 个

标记 (token)), 自回归语言模型通过预测序列中每个词在其前文条件下出现的概率. 模型在训练过程中通过学习如

何给出当前词在已有上下文条件下的概率分布, 从而提升预测下一个词的准确率. 其中,   表示由神经网络

(如 RNN 或 Transformer)生成的上下文表示, 而   表示   的嵌入. 

max
θ

logPθ (x) =
T∑

t=1

log Pθ (xt |x<t) =
T∑

t=1

log
exp

(
hθ (X1:t−1)T e(xt)

)∑
x′

exp
(
hθ(x1:t−1)T e(x′)

) .
图 1 概括展示了大语言模型的训练过程. 在给定训练语料数据的情况下, 训练通常首先对数据进行分词

(tokenize), 然后对这些标记进行词嵌入 (embedding)和位置嵌入编码. 接着, 语言模型开始训练, 模型需要在数据

上多次迭代, 以逐步优化损失函数. 这个过程所需的时间和 GPU 资源消耗取决于模型尺寸和数据量的大小. 在训

练完成后, 需要在未参与训练的测试数据上对模型进行评估. 评估过程中会计算困惑度 (perplexity)、准确率、

BLEU 等指标, 并评估模型在安全性、伦理性与偏见等方面的表现. 上述整个流程可称为一次训练实验. 随后, 通
过分析评测中发现的问题, 研究人员通常会采取调整学习率、去除某些批次数据、添加激活规范化层等策略进行

优化, 并开始下一轮训练尝试. 如此循环, 直到模型在评测中达到预期效果. 整个过程可能持续数天或数月, 并需要

多轮实验和不断优化.

表 1    具有代表性的大语言模型总结 (续) 
模型 权重数量 (B) 预训练数据规模 训练硬件规格 训练时间 (天)

Flan-PaLM[18] 540 － 512 TPU-v4 1.5
MPT-7B[19] 7 1T 标记 － －

注: －表示该模型没有披露信息
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输入
批次数据

分词嵌入 前向传播 反向传播 梯度更新

图 1　大语言模型训练流程
 

如图 1所示, 训练流程大致可以分为以下几个阶段: 首先, 根据显存容量和算法收敛性的要求, 输入一个数据

批次. 例如, GPT-3 175B 使用了一个包含 3.2M 个标记的批次. 接着, 对输入数据进行词嵌入和位置嵌入处理, 将其

转换为张量表示. 然后, 将数据输入由多层 Transformer 构成的模型中进行计算. 在完成模型中各层的前向计算后,
根据损失函数进行反向传播, 计算各个权重相对于损失的梯度. 最后, 通过这些梯度更新模型权重, 完成一次迭代.
经过多轮迭代后, 若模型性能达到预期, 训练过程即完成.

图 2展示了一个简化的计算图, 用于描述 3层 GPT 模型的计算流程. 图中的节点代表 Transformer 层, 边则表

示层之间的依赖关系. 例如, 图中的方框表示注意力层. Transformer 层按照节点上的编号和箭头所指的顺序依次

执行, 从而完成推理过程.
在每一次迭代的前向传播步骤中, 生成的输出标记被反馈到模型, 损失函数计算误差后, 通过反向传播计算梯

度, 并最终更新模型参数. 自回归生成每个标记的过程通过执行模型的所有层完成. 输入可以是来自客户端的提示

词标记, 也可以是先前生成的输出标记. 一般来说, 将模型运行一遍定义为一个迭代. 在图 3中显示的示例中, 整个

过程包括 3个迭代. 第 1次迭代 (“迭代 1”)获取所有输入标记 (“GPT 是”), 并预测下一个标记 (“语言”). 完成前向

传播并获取预测输出后, 需要最小化损失函数, 然后通过梯度下降算法更新相应的权重.

图 3中的大语言模型结构通常由多个 Transformer层堆叠而成, 其核心算子包括矩阵乘法和非线性变换. 在执

行过程中, 大语言模型与输入批次数据进行大量的矩阵运算, 例如, 通用矩阵乘法等.
原始的 Transformer模型使用了由编码器和解码器堆叠而成的 Transformer层, 而 GPT的架构则由一个单一

的解码器层堆栈组成. 图 3展示了在 GPT中使用的一个 Transformer层. 在组成 Transformer层的各项操作中, 注
意力 (attention)层是区分 Transformer与其他模型结构的关键部分. 从高层次来看, 注意力操作通过计算每个标记

的权重, 使序列中的每个标记能够关注到其他标记. 注意力层的核心计算公式为: 

S = QKT,P = Softmax (S ) ∈ RN×N ,O = PV ∈ RN×d.

 

语言 模型 <EOS>

GPT 是

迭代1

GPT 是语言 GPT 是语言模型

迭代2 迭代3

3

2

1

3

2

41

2

3

图 2    大语言模型一个请求的前向传播流程

 

输出

Add Add

MLP
Linear

Linear

Attention
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Key
Query Value

Linear Linear

LayerNorm LayerNorm

输入

图 3    Transformer模型结构
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Q K V

Q,K,V ∈ RN×d N d O ∈ RN×d

S = QKT ∈ RN×N S P = Softmax (S ) ∈ RN×N

O = PV ∈ RN×d

W I O

它接收由输入张量通过权重张量映射而来的 3 个输入, 即查询向量   (query)、键向量   (key) 和值向量 

(value). 其中  ,   是序列长度,   是多注意力头的维度. 通过这些输入, 计算产生输出  . 计算查

询与所有键的点积, 得到  . 然后对   应用 Softmax 操作, 得到  , 最后根据 P 与

V 进行点积, 产生输出  . 除了注意力层外, 多层感知器 (multilayer perceptron, MLP)是另一个重要的

结构, 其中, 线性层 (linear)通过权重矩阵   对输入张量   进行矩阵乘法, 产生输出  : 

O = IW.

其他层, 如层归一化 (layer normalization)、激活函数 GELU、残差连接 (residual connection, 图中为 Add)等,
会穿插在层间使用. 在第 3.3.1节介绍的模型层性能优化, 主要分为两部分: 一部分针对注意力层, 优化方法包括访

存优化、稀疏化以及针对长上下文的优化; 另一部分针对 MLP 层, 主要通过多专家系统 (MoE)等方式进行优化.

 2   大语言模型系统技术研究框架

大语言模型预训练作业的完整生命周期可以包括训练程序开发、在平台上的提交与部署、模型训练、模型

验证与反馈几个步骤. 总体而言, 这是一个迭代性的实验过程. 根据实验结果和监控反馈, 开发者可能会进一步优

化模型效果, 或因存在缺陷而需要进行调试与修复. 在整个流程中, 训练过程是最关键且最复杂的环节, 可进一步

细分为以下步骤: 模型加载、数据加载、数据预处理、前向传播、反向传播、梯度更新. 同时, 为了调试并防止因

平台故障造成模型权重丢失, 系统会定期进行检查点备份. 在整个流程的各个阶段, 仍存在诸多系统设计问题亟待

解决, 以有效支撑大语言模型的训练需求. 例如, 在模型加载阶段, 需要确定模型的划分方式, 并决定如何应用并行

化策略进行部署 (如数据并行、模型并行、张量并行等). 在前向传播与反向传播阶段, 可应用高效的并行加速器

内核, 并采用低精度数据类型实现混合精度计算, 以提升计算效率. 此外, 在训练过程中, 由于模型被划分并分布到

多个 GPU上, 需要通过通信机制完成梯度、权重或激活张量的同步与聚合, 因此依赖高效的通信方式来提升整体

性能.
当前, 大语言模型的训练过程以模型为中心, 针对特定的模型结构和执行阶段进行并行化与计算优化, 但尚未

形成统一的系统优化方案. 基于前文对大语言模型训练过程在系统支撑方面的需求分析, 本文提出了如图 4所示

的研究框架, 围绕大语言模型预训练系统、扩展性、性能与可靠性, 系统梳理了研究现状、面临的挑战及相应的

解决方案.
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图 4　大型语言模型预训练系统研究方向分类
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 3   预训练系统研究及相关技术

首先, 我们将介绍具有代表性的大语言模型开源预训练系统, 对 4类系统 (语言模型系统、单一并行策略训练

系统、混合并行策略训练系统、自动并行策略搜索训练系统)进行详细分析, 并比较它们的优缺点. 随后, 我们将

深入探讨大语言模型预训练系统在扩展性、性能和可靠性方面的问题. 为了提升系统的扩展性, 当前的研究方向

主要包括并行训练、张量重算与张量卸载, 以及混合专家模型. 在性能方面, 高效注意力机制、混合精度训练、量

化感知训练和通信优化是缓解大语言模型训练中内存、通信与计算瓶颈的关键手段. 至于可靠性方面, 工业界和

学术界目前主要关注缺陷分析、检查点机制与弹性训练.
大语言模型训练过程包括模型切片并行化、读取和嵌入数据、执行前向传播、反向传播和权重更新, 并在此

过程中执行计算内核、进行通信和保存检查点. 然而, 大语言模型训练技术面临着多个挑战. 首先, 在面向多加速

器 (GPU)和分布式的部署环境中, 训练或微调过程需要以模型切片等方式进行部署, 以加速训练并防止内存溢出

(out of memory, OOM). 其次, 在训练过程中通常需要多次迭代来优化模型效果, 这涉及频繁访存、通信和保存检

查点等高 I/O开销的操作. 同时, 随着数据规模的增大, 探索既能降低空间占用和浮点运算量, 又能保证算法收敛

的稀疏化技术变得至关重要. 高效注意力机制、混合精度训练等技术被提出并应用, 可以进一步提升数据读写和

计算效率. 最后, 由于训练时间较长且集群中的硬件和软件容易出现故障, 系统层面需要通过检查点和弹性训练等

手段, 以保障系统的可靠性. 本节将围绕大语言模型预训练系统, 对其在扩展性、性能和可靠性等方面的研究进行

讨论与总结.

 3.1   大语言模型预训练系统

大语言模型系统的发展可以概括为 4个阶段. 第 1阶段以 Transformers[21]为代表, 开始支持大语言模型及其社

区. 在这个时期, 为了支持上述模型, 所构建的一些系统一般在底层调用深度学习框架 PyTorch[22]. 随着语言模型规

模的不断增大, 在第 2阶段出现了支持单一类型并行策略的框架, 如 Horovod[23]、GPipe[24]、PyTorch DDP[25]等, 它
们支持数据并行或流水线并行. 随着模型规模的持续扩大, 单一并行策略已无法满足需求, 于是进入了第 3阶段, 即
设计出混合并行策略. 在这一阶段, 出现了以Megatron-LM[26]和 DeepSpeed[27] 为代表的框架, 它们综合运用了多种

并行方案, 并对主流硬件架构和大语言模型结构进行了深度优化. 混合并行方案对开发人员的要求较高, 尤其在研

究人员尝试新的模型结构和硬件拓扑时, 需要系统工程师协助调优. 这也进一步催生了对自动并行策略搜索的需

求. 第 4阶段随着以 Alpa[28]为代表的自动并行策略搜索训练系统的出现. 逐渐使普通开发者能够在新的模型结构

和硬件拓扑下部署最优的并行策略, 并顺利完成训练. 图 5总结了开源大语言模型预训练系统的演化时间轴. 如果

已开源, 发布时间以 GitHub第 1个 Commit时间为准, 未开源则以论文 arXiv第 1次提交时间为准.
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图 5　开源大型语言模型预训练系统时间轴图
 

当前, 大多数并行方案以库、API或框架的形式构建在基础深度学习框架 PyTorch和 TensorFlow[29] 之上. 由
于深度学习框架对快速演化的语言模型结构和预处理工具支持有限, 同时其对语言模型中常用结构的并行策略和
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相关性能优化原生支持较少, 使得开发者难以快速使用深度学习框架直接编写高效的训练程序, 更多的面向大语

言模型的框架和系统被设计、开源和广泛采用. 其中, 以 PyTorch 为后端的框架更为广泛, 例如, DeepSpeed,
Megatron-LM等系统, Google也开源了构建于 TensorFlow之上的MaxText[30]. 本文将大语言模型系统根据其所在

层次和支持的并行策略特点分为以下 4类.
1)语言模型系统. 这类系统的设计目标是支持如 GPT、BERT 等最新的语言模型结构. 在系统优化方面, 这些

框架通常支持高效的计算内核实现. 其底层部署通常通过集成第 2 类、第 3 类和第 4 类系统来实现所需的并行

策略.
Transformers库由 Hugging Face开源并提供了数千个预训练大语言模型, 也支持不同模态的任务, 包括文本、

视觉和音频. Transformers提供 API, 可快速下载和使用这些预训练模型, 并在自己的数据集上进行微调, 然后在模

型中心与社区共享. 同时, 每个用于定义模型架构的 Python 模块都是完全独立的, 适合开展高效的研究实验.
Transformers 由当前最流行的 3个深度学习库 (JAX[31]、PyTorch和 TensorFlow)提供支持, 可实现无缝集成. 它们

之间具有无缝集成. 在一个库中训练模型后, 可轻松在另一个库中加载并进行推断.
LightSeq[32] 是一个基于 CUDA 实现的高性能序列处理与生成的训练库. 它专为如 BERT、GPT、Transformer

等的语言模型的高效计算而设计, 支持机器翻译、文本生成及其他序列相关任务. 该库构建于 CUDA 官方库

cuBLAS 等之上, 并结合了专门为 Transformer 模型系列设计并优化的自定义内核函数. 除了模型组件外, LightSeq
还集成了其他辅助功能.

MindNLP[33]是华为研发的基于 MindSpore 的开源语言模型库, 包含多种常见的 NLP 模型, 如 LLaMA、GLM、

RWKV 等, 帮助研究人员与开发者更加便捷高效地构建和训练模型. MindNLP 提供类似 Transformers的接口, 其
主分支与 MindSpore 主分支保持兼容. 它提供多种可配置组件, 便于自定义模型. 简洁易用的训练引擎简化了复杂

的训练流程, 并支持 Trainer 和 Evaluator 接口, 方便模型的训练与评估.
2) 单一并行策略训练系统. 这类系统仅支持一种类型的并行策略, 例如 Horovod、PyTorch DDP 仅支持数据

并行, GPipe 仅支持流水线并行, PyTorch FSDP[34]则仅支持 FSDP 策略. 这种实现方式能够在机制上对特定并行策

略进行优化, 例如在数据并行中实现反向传播阶段的分桶、异步通信以及计算与通信的重叠.
PyTorch DDP在模块级别实现了多进程或多机数据并行. 在执行 DDP 应用程序时, 会启动多个进程, 并为每

个进程创建一个单独的 DDP 实例. DDP 利用 torch.distributed 包中的集体通信来同步梯度和缓冲区. 具体而言,
DDP 为 model.parameters() 中的每个参数注册一个自动微分钩子 (autograd hook, 用于反向传播). 当计算梯度时,
该钩子会被触发, 从而启动跨进程的梯度同步操作.

Horovod是一个支持 TensorFlow、PyTorch等框架的分布式数据并行训练框架, 其设计为框架无关 (agnostic),
即不绑定具体框架, 其内部通过 RingAll-Reduce、张量融合通信等方式加速训练过程.

PyTorch FSDP在 PyTorch 1.11中发布. 其设计初衷是由于分布式数据并行 (distributed data parallel, DDP)训
练中, 每个进程拥有模型的一个副本, 造成内存冗余和浪费, 且需要模型能够放入单 GPU, 这无法支撑更大规模模

型训练. FSDP 是一种优化版的数据并行, 通过在 DDP 进程之间分片模型参数、优化器状态和梯度来实现, 其不

保留模型副本, 需要使用时按需从所在节点进程拷贝到本地. 在使用 FSDP进行训练时, 与在 DDP中跨所有工作

器进行训练相比, GPU 内存占用更小. 这使得通过允许更大的模型或批次大小适应设备, 可以实现对一些非常庞

大模型的训练. 但这也伴随着增加的通信量成本, 其通过内部优化, 如重叠通信和计算, 有助于减少额外增加的通

信开销.
Angel-PTM[35] 是由腾讯设计开发的支持类似 ZeRO、FSDP封层内存的大模型训练框架. 它通过页抽象实现

细粒度的内存管理, 并协调计算、数据迁移和通信的统一调度方法. 它还支持通过使用 SSD存储进行极端的模型

扩展, 并实现无锁更新以解决 SSD I/O带宽瓶颈.
FairScale[36]是由Meta开发的一个扩展库, 专注于高性能和大规模训练, 以 PyTorch的扩展形式实现. 该库的

设计理念基于 3个基本原则: 可用性、模块化和性能. 首先, 它的 API强调易于理解和使用, 使用户能够轻松地掌

握 FairScale的功能. 其次, FairScale注重模块化, 支持在用户的训练循环中无缝融合多个 FairScale API, 从而提高
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灵活性. 最后, FairScale支持 FSDP作为扩展大型神经网络训练操作的首选方法. 同时, 它还具有在资源受限系统

中进行训练的关键功能, 包括支持激活检查点、高效模型卸载和扩展等特性. 通过这些功能, FairScale为用户提供

了强大而灵活的工具, 以满足不同训练场景的需求.
Composer[37]是由 Mosaic ML[38]设计的一个库, 已经成功用于训练 Mosaic ML 的 MPT 7B 和 MPT 30B 模型.

该库建立在 PyTorch之上, 提供了一系列加速方法, 用户可以将其整合到其他训练框架中, 或者与 Composer训练

器一同使用以获得更优质的体验. Composer支持 FSDP以实现高效的并行性, 还支持弹性共享检查点以实现稳健

的间歇性训练. 此外, Composer提供了数据集流的实现, 允许用户在训练期间即时从云存储中下载数据集.
3) 混合并行策略训练系统. 这类系统综合了多种并行方案. 例如, Megatron-LM, DeepSpeed在大语言模型的训

练中综合应用了张量并行、流水线并行和数据并行方案, 并对其在 NVIDIA的加速器和集群架构上执行进行了深

度优化.
DeepSpeed是由Microsoft开发的一个集成框架, 用于训练和部署大语言模型. 该框架已成功用于训练大型模

型, 如Megatron-Turing NLG 530B[39]和 BLOOM. DeepSpeed的设计集成了 ZeRO[40], 支持 FSDP模式的训练. 同时,
ZeRO-Offload [41]优化器使得在 CPU和 GPU上进行训练变得更加便捷, 不受内存容量的限制. 此外, DeepSpeed还
设计了扩展模块 DeepSpeed-Chat, 以增加对聊天任务的支持, 该模块通过与 DeepSpeed系统集成来实现来自人类

反馈的强化学习 (RLHF)技术.
Megatron-LM是由 NVIDIA开发的训练框架, 旨在支持 GPT等大语言模型的训练框架. 该框架包括各种专门

针对 NVIDIA GPU的工具和优化. Megatron-LM的核心设计思想是对模型张量操作进行分解, 并将其分布在多个

GPU上, 以优化处理速度和内存利用率. 其支持数据并行、张量并行、流水并行等多种并行策略.
Megatron-LLaMA[42]由阿里巴巴开源发布. 为了方便基于 LLaMA的模型训练, 并降低硬件资源占用和训练成

本, 阿里巴巴发布了经过内部优化的 Megatron-LLaMA 训练框架, 该框架基于 Megatron-LM 构建. Megatron-
LLaMA提供了 LLaMA的标准实现、高效的通信与计算并行方案, 以及多个实用工具, 包括: a) 分布式检查点的

保存与恢复, 用于加速训练流程; b) 便捷的界面, 用于模型权重与 HuggingFace格式之间的转换; c) 支持 Hugging-
Face Transformers库中的 Tokenizers模块.

Colossal-AI[43]是一个专为应对大规模分布式训练挑战而设计的框架. 它支持 LLaMA、GPT-3、BERT、
PaLM 等多种模型的实现. 该框架提供了一个简化的平台, 有助于减少系统碎片化问题, 并提升训练流程的效率,
同时支持多种并行策略, 如数据并行、张量并行、流水并行和序列并行等. 这种集成方法简化了在分布式环境中

进行大规模训练的流程. 此外, 该框架还集成了量化、梯度累积、混合精度等多项优化技术.
MegaScale[44]是由字节跳动开发的大语言模型训练系统, 能够高效地扩展到 1万块以上 GPU进行训练. 该系

统支持数据并行、张量并行、流水并行和序列并行策略 ,  并对训练效率与稳定性的挑战进行了深入分析 .
MegaScale 采用全栈方法, 通过模型块与优化器设计、计算与通信的重叠、算子优化、数据流水线以及网络性能

调整等手段, 实现了算法与系统的协同设计. 此外, MegaScale 还开发了诊断工具, 用于运行时分析与调优. 相关工

作还分享了在故障识别与修复方面的运维经验.
PaddleNLP[45]是百度研发的、基于飞桨深度学习框架的大语言模型开发套件, 支持在多种硬件 (如 NVIDIA

GPU、昆仑 XPU、昇腾 NPU、燧原 GCU和海光 DCU等)上进行高效的大模型训练, 支持多种并行策略、微调、

无损压缩以及高性能推理. 已支持的大语言模型系列包括 LLaMA 系列、Baichuan 系列、Bloom 系列、ChatGLM
系列、Gemma 系列、Mistral 系列、OPT 系列和 Qwen 系列.

4) 自动并行策略搜索训练系统. 这类系统支持多种并行方案, 并将其搜索过程抽象为一个优化问题, 能够自动

求解并合成适用于特定硬件拓扑和模型结构的方案.
Alpa[28]既是一个用于训练和部署大规模神经网络的库, 也是一个用 Python 和 JAX 编写的大语言模型框架,

并支持在 Google Cloud TPUs上运行. 通常情况下, MaxText能够实现 55%–60%的模型 FLOPs利用率, 并可从单

个主机扩展至大规模集群. 同时, 系统还利用 JAX和 XLA编译器的强大功能, 实现了自动优化.
MaxText大语言模型框架用 Python和 JAX编写, 并支持在 Google Cloud TPUs上运行. 通常情况下, MaxText
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能够实现较高的 GPU利用率, 并且能够从单个主机扩展到非常大的集群. 同时, 利用 JAX和 XLA编译器的强大

功能, 实现自动优化.
nnScaler[46]是微软亚洲研究院开源的支持自动并行化大语言模型的框架, 其通过设计基本原语 (例如: op-trans、

op-assign 和 op-order), 让开发者更加灵活定义并行策略搜索空间, 并支持自动并行策略和优化. 为避免搜索空间的

过度膨胀, nnScaler 在构建空间时允许对这些原语施加约束.
针对上述 4种类型的框架, 我们在表 2中总结了它们的优势、不足和适用场景.

  

表 2　不同类型预训练系统对比
 

预训练系统类型 优势 不足 适用场景

语言模型系统
支持的模型种类丰富, 使用方式简单,
API设计易于被社区采纳为标准

系统优化依赖于底层系统, 容
易与底层系统产生兼容性问题

需要使用新模型. 需要定制新的模型
结构

单一并行策略
训练系统

可以对单一策略进行深度优化
不能利用其他并行策略进一步
提升扩展性

使用简化的训练并行方案. 适合中等
规模的模型, 数据并行等单一策略的
扩展性和性能已经能够满足需求

混合并行策略
训练系统

可以对常用的模型结构和硬件拓扑进
行深入且专门的优化

硬件拓扑和模型的变化需要重
新进行人工调优

模型参数量大, 需要综合使用多种并
行方案以满足扩展性需求

自动并行策略
搜索训练系统

通用性强. 能够自动搜索并应用适应硬
件拓扑变化和模型变化的方案, 无需人
工干预

无法支持定制的专有优化. 数
值异常常常源于系统层的并行
方案, 且难以调试

硬件拓扑或模型结构变化多样, 且模
型参数量大需要多种并行策略

 

 3.2   扩展性

随着大语言模型规模的增大, 模型更能够有效地捕捉语言的复杂性和上下文信息. 然而, 这也带来了对更大计

算资源和更高扩展性的需求, 以便有效地训练和部署这些大规模模型. 当前的技术趋势, 例如并行训练、张量重算

与卸载, 以及多专家混合等, 都能够有效支持模型不断增强的扩展性.
 3.2.1    并行训练

目前, 大语言模型的预训练系统广泛支持多种并行优化策略. 常见的并行优化策略包括数据并行、全切片数

据并行、张量并行、流水线并行以及序列并行. 在表 3中, 我们对代表性的大语言模型系统的并行策略支持进行

了综合对比, 其中√代表支持, ×代表不支持. 一些库支持多种并行方案, 并能自动选择并行策略, 例如 Alpa. 然而,
一些库由于历史原因, 在最初提出时可能仅支持部分并行化策略, 例如 GPipe. 在表 3中, 我们总结了第 3.1节中训

练系统所支持的优化策略及其发布时间.
 

表 3　开源大语言模型预训练系统所包含的并行策略对比
 

预训练系统 数据并行 全切片数据并行 张量并行 流水线并行 序列并行 多并行自动搜索

Transformers √ √ √ √ × ×
LightSeq √ √ × × √ ×
MindNLP √ √ √ √ × ×

PyTorch DDP √ × × × × ×
Horovod √ × × × × ×

PyTorch FSDP √ √ × × × ×
Angel-PTM √ √ × × × ×
FairScale √ √ √ √ × ×
Composer √ √ √ √ × ×
DeepSpeed √ √ √ √ √ ×

Megatron-LM √ × √ √ √ ×
Megatron-LLaMA √ √ √ √ √ ×

Colossal-AI √ √ √ √ √ √
MegaScale √ √ √ √ √ ×
PaddleNLP √ √ √ √ √ ×

Alpa √ √ √ √ × √
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X

W

如图 6所示, 现有的并行训练方式包含多种模式, 其中灰色表示 GPU 0上部署的张量, 白色表示 GPU 1上部

署的张量, 不同的行列区分表示不同的行列切分, 箭头代表数据流, 矩阵乘表示发生的矩阵乘计算,   代表输入数

据,   代表权重. 图 6(a)–(d)分别表示数据并行、全分区数据并行、张量并行和流水线并行的模型及数据分区方案.
 
 

W

GPU0 GPU1 行分区 列分区

X 矩阵乘

W

矩阵乘

W

(a) 数据并行

X 矩阵乘

W

矩阵乘

W

(b) 全分区数据并行

矩阵乘

W

(c) 张量并行

矩阵乘

X

W1

W2

矩阵乘

矩阵乘 矩阵乘

矩阵乘 矩阵乘

时间=0 时间=1 时间=2

(d) 流水线并行

X

图 6　不同的并行切片模式 [28]
 

 3.2.1.1    数据并行

在深度学习模型训练中, 数据并行是一种常见的多 GPU或分布式训练方式. 从概念上来说, 数据并行分布式

训练范式非常直观. 整个训练程序会运行多个训练脚本的副本, 每个副本执行以下流程: (a) 读取数据的一部分;
(b)将其通过模型前向传播; (c)计算模型更新 (梯度); (d)在多个副本之间同步平均梯度; (e)更新模型, 并不断重复

以上步骤. 数据并行方案不仅用于语言模型, 还广泛应用于其他模型, 如视觉模型的训练. 由于其简单易部署且容

易提升批尺寸的特点, 数据并行策略在大语言模型训练中仍被广泛沿用. 数据并行的实现通常有两种方式: 一种是

框架无关方式, 可支持多种框架 (如 PyTorch、TensorFlow); 另一种是框架注册钩子方式, 针对特定框架在运行时

通过注册钩子拦截执行, 以实现跨 GPU的张量通信与聚合.

N 2× (N −1)

N −1 N −1

框架无关方式: Horovod采用数据并行策略进行训练, 使用环状 All-Reduce以减少峰值通信量, 并很好地适配

底层硬件环状通信拓扑. 在每个   个节点中, 节点与其两个对等节点进行   次通信. 在通信过程中, 节点

发送和接收数据缓冲区的数据块. 在前   次迭代中, 接收到的值被加到节点缓冲区中的值上. 在接下来的 

次迭代中, 接收到的值替换节点缓冲区中的值. Patarasuk等人 [47]曾经分析过, 如果缓冲区足够大, 环状 All-Reduce
算法是带宽最优的.

框架注册钩子方式: PyTorch DDP通过在反向传播过程中交错通信与计算, 进一步提高性能. 它通过将梯度张

表 3    开源大语言模型预训练系统所包含的并行策略对比 (续) 
预训练系统 数据并行 全切片数据并行 张量并行 流水线并行 序列并行 多并行自动搜索

MaxText √ √ √ × √ ×
nnScaler √ √ √ √ √ √
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量分桶, 并以批处理方式进行梯度通信, 同时注册反向传播钩子. 梯度张量准备好后进行通信和数据传递, 从而实

现反向传播和梯度通信的重叠, 进一步提升性能.
在数据并行的异步通信中, 如果采用框架不可知的实现方式, 则需要控制平面来确保通信顺序以防止死锁.

Horovod提出新的协调模式, 通过高效去中心化的编排策略, 以降低控制平面的开销. 框架钩子方式一般适合只使

用一种框架后端, 目前由于大部分的大语言模型基于 PyTorch为后端, 所以目前许多大语言模型库的数据并行策

略后端默认采用 PyTorch DDP的数据并行方案, 例如 Transformers, FairSeq[48]和 TorchScale[49]等.
 3.2.1.2    张量并行

Y =GELU (XA)

提高模型容量被认为是提升模型质量的有效手段, 但当模型尺寸超出单个加速器内存限制时, 需要开发特殊

算法以支持模型的训练. 在数据并行中, 要求将整个模型部署在单个 GPU上, 当模型过大时无法实现. 为应对这一

挑战, 一些系统提出了模型并行方案, 通过对模型进行切片, 降低显存占用, 以便训练更大的模型. 模型并行方案包

括张量并行和流水线并行, 其中张量并行对单层进行切分, 而流水线并行在层间进行切分. Megatron-LM使用了简

单高效的层内模型并行, 也被称作张量并行方法. 其实现方式不需要编译或更改库实现, 且与流水并行方案正交不

冲突. 张量并行通常有两种方案来切分通用矩阵乘中的权重矩阵, 以两层MLP为例, 第 1层的通用矩阵乘之后还

要进行 GELU 激活函数运算,  .

A X X =

[X1,X2] ,A =
[

A1

A2

]
Y =GELU(X1A1+X2A2) GELU GELU(X1A1+

X2A2) ,GELU (X1A1)+GELU(X2A2) GELU

行切分方式 [26]: 一种选择是通过行切分权重矩阵   , 以及列切分输入矩阵   . 行切分权重矩阵方式为  

, 这种切分方式计算公式为  . 由于   是一个非线性函数, 

, 最终这种方式需要一个在   激活函数之前的同步点.

A = [A1,A2] GELU

[Y1,Y2] = [GELU( XA1),GELU(XA2 )]

列切分方式 [26]: 另一种方式是在列上切分矩阵  , 这种切分可以让   独立地作用于每个切片的

输出矩阵上  .

两种方案各有优劣. 行切方案如果后续结果需要完成 GELU 激活函数, 则需要在给 GELU 输入张量之前, 先

进行 All-Reduce通信, 聚合矩阵乘计算产生的张量, 进而完成矩阵乘计算; 列切方案则生成两个独立的矩阵输出,

且无需通过 All-Reduce完成后续激活操作, 但对于需要完整张量输入的后续操作, 则需使用 AllGather聚合输出结

果的张量切片. Megatron-LM根据 Transformer的计算特点, 设计MLP第 1层的通用矩阵乘使用列切权重矩阵方

式, 第 2 层使用行切的权重矩阵方式, 进而只需要在第 2 个通用矩阵乘的输出上跨 GPU 进行一次聚合. 相比于

Megatron-LM依赖混合 Python和优化好的 CUDA内核的方式, MaxText 利用 TensorFlow、JAX和 XLA的静态

编译, 进而达到通过纯 Python代码实现并自动优化内核, 其内部也支持数据并行, 全切片数据并行, 序列并行和张

量并行.
 3.2.1.3    流水并行

Fk

O
(
N +

L
K
× N

M

)
N K L M

N
M

L
K O(N ×L)

O
(

K −1
M+K −1

)
M

M ⩾ 4×K

张量并行方案通常是为特定结构设计的, 难以迁移到其他任务. 为了实现高效且与任务无关的模型并行性,
Google提出了一个流水并行库 GPipe, 允许扩展任何可以表达为层结构的模型. 通过在单独的加速器上流水线化

不同的层序列, GPipe提供了缩放和切片各种不同网络结构的灵活性, 将网络扩展到更大的规模. 在前向传播计算

中, 每个加速器只存储切片边界的输出激活. 在反向传播过程中第 k 个加速器重算复合前向函数  . 因此峰值激

活内存需求降低为  , 其中   是批尺寸,   是切片分区数量,   是模型层数,   是微批次的数量, 

是微批尺寸,   是每个切片的层数. 与基线模型的内存需求   相比, 这节省了缓存的激活张量内存. 由于

采用了流水并行, 每个加速器会产生一些空闲时间, 称作气泡 (bubble) 时间. 其中气泡时间占比的复杂度为

,  气泡时间可以被微批次的尺寸    所摊销 ,  越多的微批次尺寸 ,  气泡占比越低 .  GPipe 发现当

 的时候, 气泡开销几乎可以忽略, 原因在反向传播时候的重算可以更早地进行调度执行, 从而填充气泡

时间的闲置计算资源. 为了降低流水并行中的内存开销, Narayanan等人 [50]提出了“一轮前向传播紧接着一轮反向

传播 (one forward pass followed by one backward pass, 1F1B)”, 虽然这并没有降低气泡的复杂度, 但由于能够更短
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间隔消费激活张量, 使得其内存占用相比基本流水线方式进一步降低. 为了降低气泡占比, Narayanan等人 [51]提出

了交错调度方法 (interleaved schedule) , 与基础的流水并行相比, 每个卡只能分配连续的模型计算阶段进行计算,
而交错调度方式可以分配两个以上不连续的阶段进行前向和反向传播计算, 进一步降低气泡占比. Li等人 [52] 提出

了双向流水线技术 Chimera, 进一步降低气泡. EnvPipe[53] 针对使用多卡进行大语言模型训练的场景, 利用流水并

行训练大语言模型中的不可去掉的气泡, 选择性地降低 GPU流式多处理器频率, 从而降低能耗. PipeFisher[54] 巧妙

地利用气泡空闲时间执行资源装箱 K-FAC优化算法计算, 利用闲置资源加速整体训练的收敛.
 3.2.1.4    全切片数据并行

数据并行在计算和通信效率上表现良好, 但其内存效率较低, 相比之下, 模型并行具有较高的内存效率, 但计

算和通信效率可能较差. 具体来说, 数据并行通过复制整个模型状态来实现, 从而导致冗余的内存消耗, 而模型并

行通过将这些状态划分以提高内存效率, 但通常会导致过于细粒度的计算和昂贵的通信, 从而降低扩展效率. 此
外, 所有这些方法在整个训练过程中静态地维护所有模型状态, 即使在训练期间并非始终需要所有模型状态. 基于

这些观察, DeepSpeed提出了 ZeRO来缓解数据并行中的权重数据冗余问题, 进一步提高内存使用效率, 扩展训练

模型的规模. 其核心思想是在逻辑上仍然采用数据并行方案, 但在实际部署时, 每个 GPU仅部署部分模型切片. 当
每个 GPU需要计算该部分模型切片时, 它会按需从含有该切片的 GPU显存中读取, 从而消除了多 GPU之间的数

据冗余.

ψ ψ Kψ

ψ ψ ψ K = 12

ZeRO提供不同的切片和数据恢复方式, 内存消耗越低, 所需恢复的数据量越大. 以 Adam优化器的混合精度

训练为例, 需要 Float16类型的权重和梯度, 各为 2  , 其中   为参数量. 另外需要   个优化器乘数, 包括 Float32
的权重副本 4  , 动量 4   和方差 4  , 总和  . 这 4种不同方案的内存开销预估如下.

(2+2+K)×ψ ψ K = 12

Nd

(1) 基线 (不使用 ZeRO)[40]: 内存开销为  , 其中   =7.5B代表模型权重参数量,   代表优化器

状态占用的内存乘数,   =64代表数据并行度.

Pos 2ψ+2ψ+
K ×ψ

Nd
(2) 阶段 1优化器状态分区 [40]:   内存开销为  , 其节省了原本的 4倍内存开销, 通信开销与数

据并行开销一致.

Pos+g 2ψ+
(2+K)×ψ

Nd
(3) 阶段 2增加梯度分区 [40]:   的内存开销为  , 节省 8倍的内存开销, 通信开销和数据并行

一致.

Pos+g+p

(2+2+K)×ψ
Nd

(4) 阶段 3 增加参数分区 [40]:   内存开销为  , 通信开销和数据并行呈线性关系, 如果有 64

个 GPU, 则相对于基线模型会节省 64倍内存.
ZeRO不仅在数据并行和模型并行训练中消除了内存冗余, 还通过将梯度聚合转换为 Reduce-Scatter操作, 并

通过分桶化减少通信次数, 保持低通信成本, 同时重叠计算和通信, 使其能够根据设备数量按比例扩展模型大小,
并保持持续高效. PyTorch 和 FairScale 等系统中的全切片数据并行 (fully sharded data parallel, FSDP) 并行策略,
FairScale称其等价于 ZeRO阶段 3方案, 并应用于 Llama 2进行训练. 修改后的版本已与 PyTorch的其他组件对

齐. FSDP 将模型实例分解为更小的单元, 然后展平并在每个单元内分割所有参数. 分片参数在需要时传递, 并在

计算后立即丢弃. 其设计基于以下观察, 尽管各种并行方案已被提出, 但在分布式训练中仍然存在两个挑战. 首先,
其中一些方法与特定模型结构紧密集成 (例如张量并行), 这阻碍了它们成为通用的训练大型模型的解决方案. 其
次, 其中一些技术是建立在快速发展的内部接口之上的, 底层机器学习框架容易受到框架实现变化的影响. 因此,
FSDP更加稳健且高效, 具有与框架核心功能兼容的设计. 此外, 采用可组合和可定制的方式构建这样的解决方案,
将促进社区的创新.
 3.2.1.5    序列并行

除了上述维度的大语言模型切片和并行外, 研究人员根据大语言模型序列不断增长的特点, 设计了 LightSeq、
Colossal-AI等序列并行方案. 其设计动机是, 由于张量并行的切片方式会并行计算不同的注意力头, 造成较大的通

信数据量和开销, 且很难扩展到超出注意力头数量的并行度, 从而阻碍其进一步应用. LightSeq则在序列维度上进
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行切片, 因此它对模型结构不可知, 可以为不同注意力头的模型结构 (例如多头、多查询、多组查询等)配置并行.
序列并行方式需要结合稀疏注意力机制才能达到较好的性能.
 3.2.1.6    自动并行

目前的模型并行训练系统存在两种生成并行化执行计划的方法: 一是由用户手动制定并行化计划方案; 二是

从有限的模型并行配置的并行化模板计划中自动生成并行化计划. 然而, 随着模型配置规模的不断增大以及底层

基础架构拓扑的变化, 传统方法在分布式计算环境中扩展大型语言模型时显得不够灵活. 为了解决这一问题,
Alpa[28]提出了一种类似于 FlexFlow[55]的自动并行方案.

Alpa将并行性抽象为两个层次: 操作符间 (类似于流水线并行)和操作符内 (类似于张量并行)的并行性, 并在

此基础上构建了分层的搜索空间, 使得这两个层次之间正交. 最终, Alpa能够自动推导出高效的并行执行计划, 并
通过运行时 (runtime)来协调计划的执行.

G = (V,E) v ∈ V

e ∈ E

v kv kv

cv cv ∈ RKv v dv ∈ Rkv v

sv ∈ {0,1}kv v u Rvu ∈ Rkv×ku

Alpa将并行化问题抽象为以下优化问题: 计算图   的总执行成本是所有节点   上的计算和通信

成本, 以及所有边   上的重新分片成本的总和. 当输入张量不满足所选并行算法的分片规格时, 需要进行格式转

换, 称为重新分片, 这可能需要跨设备通信. 作者将成本最小化问题转化为整数线性规划 (integer linear programming,
ILP) 并使用现成的求解器进行最优求解. 对于每个节点  , 可能的并行算法数量是  , 每个节点有一个长度为 

的通信成本向量  , 其中  . 同时, 节点   有一个计算成本向量  . 对于每个节点  , 定义一个独热决策向

量  , 表示它使用的算法. 对于节点   和节点   之间的重新分片成本, 定义一个重新分片成本矩阵  .
问题的优化目标定义为 [28]: 

min
s

∑
v∈V

sT
v (cv+dv)+

∑
(v,u)∈E

sT
v Rvusu (1)

v (v,u)其中, 第 1项是节点   的计算和通信成本, 第 2项是边   的重新分片成本, T表示转置.

cv dv Rvu

dv Rvu cv

Din Dout N P

尽管可以使用性能分析来获取  、  和   的准确成本, 但为简化处理, 作者采用以下估算方法: 对于通信成

本   和  , 通过计算传输的字节数并除以网络带宽得到成本. 对于计算成本  , 作者将其全部设为 0, 这一做法基

于以下考虑: (1) 对于如矩阵乘等计算量较大的运算符, 不允许复制计算, 所有并行算法均将计算负载平均分配到

各设备, 因而其算术复杂度相同; (2) 对于计算量较小的运算符, 如逐元素操作, 虽然允许复制计算, 但其计算成本

可忽略不计. 为简化计算图, 作者将计算量微小的运算符 (如逐元素运算、转置和归约等) 合并到其操作数中, 这

极大地减少了图中节点的数量, 从而减小了 ILP 问题的规模. Alpa 通过广度优先搜索计算每个节点的深度, 并将

其合并到最深的操作数上, 最终通过整数线性规划求解器完成求解. nnScaler[46]不依赖现有的搜索空间, 而是允许

领域专家通过 3种更通用的基本原语 (op-trans、op-assign 和 op-order)自定义搜索空间. 这些原语用于表达模型

转换及各种并行化计划的时空调度特性. 为避免搜索空间的过度膨胀, nnScaler 在构建空间时支持对原语施加约

束. 表 4详细总结了各种并行策略的计算时间复杂度和空间复杂度, 并全面梳理了它们的优缺点. 以MLP的一层

全连接层为例,   输入特征维度、  为输出特征维度,   为样本数,   为处理器数. 上述综合分析有助于深入了

解每种并行策略在特定场景下的表现, 并为选择适用于特定任务与硬件环境的并行策略提供参考.
 

表 4　并行优化策略对比
 

并行方式 单设备计算时间复杂度 参数量空间复杂度 优点 不足

数据
并行

O
( N ×Din ×Dout

P

)
O(Din ×Dout)×P

实现简便, 无需对模型结构进行
较大修改. 能够处理大型数据集,
每个处理器分别处理不同的样本
批次. 对模型结构无特定要求

当模型参数较小时, 通信开销
可能成为性能瓶颈. 需要高效
的梯度同步机制, 以保持各处
理器间权重一致

全切片
数据
并行

O
( N ×Din ×Dout

P

)
+SyncTime

SyncTime

,
 表示同步时间, 因为需

要保持梯度的同步, 这可能涉及
通信和同步的开销

O(Din ×Dout)

充分利用所有处理器, 从而提升
模型训练速度. 该策略对于大型
模型和数据集具有良好的可扩展
性. 对模型结构无特定要求

需要处理复杂的数据加载与梯
度同步问题, 这可能会导致通
信开销增加. 对于小型模型和
数据集, 该策略可能会出现性
能下降
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 3.2.2    张量重算与卸载

检查点 (checkpoint)是用于在训练阶段备份与恢复张量的一项技术. 一般而言, 检查点可分为两类: 第 1类用

于优化显存使用, 通过释放激活张量并在需要时重新计算, 它被称为激活检查点 (activation checkpointing). 第 2类
用于调试和防止权重丢失, 是用于备份模型权重的检查点.

针对第 1类的激活检查点, Beaumont等人 [56]提出了一种实现方法. 其设计初衷是释放驻留在内存中的激活张

量, 并在需要时通过按需重算来恢复相应的张量. 该方法在前向传播阶段选择激活张量, 并在需要时重算以完成恢

复操作. Korthikanti等人 [57]的研究表明, 大多数激活检查点在恢复过程中的冗余计算的影响是可以避免的, 可以在

不增加计算负担的前提下有效减少内存消耗. 他们提出了两种新颖但非常简单的技术: 序列并行和激活张量的选

择性重计算. 这些策略与张量并行相结合, 几乎消除了对激活张量重新计算的影响.
张量内存卸载是一种有效降低 GPU显存开销的方法, 类似于操作系统内存管理中的换页机制. 与重新计算不

同, 这种方法将激活或权重等卸载到主存或 NVMe 存储, 从而降低显存占用, 在有限资源条件下可训练更大规模

的模型. ZeRO-Infinity[58]通过同时利用 CPU主存和 NVMe存储来卸载模型和激活张量, 在有限的 GPU显存资源

上支持大规模模型. 此外, ZeRO-Infinity还引入了以内存为中心的模型层级平铺优化技术, 能够支持对极大规模单

层的执行, 同时卸载其他层.
Yuan等人 [59]提出了一种综合考虑张量内存卸载和激活检查点两个因素的高效并行策略搜索方法. 对于张量

内存卸载, 该方法通过一种具备流水线并行感知能力的卸载算法, 尽量减少卸载对主机到设备带宽的影响. 同时,
利用计算与内存平衡的激活检查点算法, 在计算开销与内存占用之间进行帕累托最优选择, 从而优化激活检查点策略.
 3.2.3    混合专家模型

随着大规模密集型张量语言模型在当前硬件资源约束下逐渐逼近其可扩展性上限, 混合专家模型 (mixture of
experts, MoE)[60] 因其层次稀疏性而成为关键的结构设计方向, 成为突破底层算力和基础架构限制的重要模型结构

之一. MoE 能够保持固定的计算成本, 将语言模型的参数规模扩展到数万亿.
E1, . . . ,En G n

G (x) Ei (x) i x y

MoE 层由一组 n 个“专家网络”   和一个“门控网络”   组成, 门控网络的输出是一个稀疏的   维向量,
这些专家本身就是神经网络, 每个都有自己的参数. 每个专家通常接受相同维度的输入, 并生成相同维度的输出.
设   和   分别为门控网络和第   个专家网络对给定输入   的输出. MoE模块的输出   可以表示为如下形式: 

y =
n∑

i=1

G(x)iEi (x) .

表 4    并行优化策略对比 (续) 
并行方式 单设备计算时间复杂度 参数量空间复杂度 优点 不足

张量
并行

O
( N ×Din ×Dout

P

)
+CommTime

CommTime 表示通信时间, 取决
于模型参数的划分方式

O(Din ×Dout)

该策略适用于大型模型, 可以将
模型的不同部分分配给不同的处
理器. 该方法降低了单个GPU上
的内存需求, 从而加速了计算过
程. 该方案与其他切分方法彼此
正交、互不冲突, 可以配合使用

并行化过程中需要仔细划分模
型, 避免通信瓶颈. 并行方案需
要根据模型结构进行定制化设
计. 该方案引入了更复杂的通
信和同步机制

流水线
并行

O
( N ×Din ×Dout

P

)
+PipeCommTime

PipeCommTime 表示流水线的
时间, 需要协调不同阶段的计算

和通信

O(Din ×Dout)
该方法提高了模型的训练速度 ,
并实现了计算与通信的解耦. 该
方法适用于层次较深的模型结构

模型需抽象出层次结构. 需要
精心协调不同阶段的计算与通
信. 需合理划分模型结构, 以充
分发挥流水线并行性的优势 .
需要处理流水线中的“气泡”问
题. 异步版本可能需要修改优
化器, 从而可能对模型精度产
生影响

序列
并行

O
( N ×Din ×Dout

P

)
+SeqCommTime

SeqCommTime 表示序列通信的
时间, 取决于序列的划分方式

O(Din ×Dout)×P

该方法适用于处理长序列的模型,
可将序列分配给不同处理器. 有
效缓解了处理长序列时的内存压
力. 对模型结构无特定要求

引入了额外的通信与同步成
本. 长序列且配合稀疏注意力
机制使用, 才能显著提升性能
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Wg

常用的门控 (gating)有 Softmax 门控和噪声 Top-K门控等. Softmax 门控是一种简单的非稀疏门控方法, 其原

理是将输入与可训练的权重矩阵   相乘, 并应用 Softmax 函数以获得门控分数. 

Gσ (x) = Softmax(x ·Wg).

MoE的执行过程如图 7所示. 每当输入一个标记 (例如“你”), 通过标记路由选择输出概率, 然后选择相应的前

馈神经网络专家 (FFN)进行前向传播和反向传播. 这意味着模型包含多个专家的权重总和, 但每次仅随机选择一

个专家进行计算, 从而大幅降低了计算量. 这可以视为一种模型层级的稀疏计算. 与相同质量的密集模型相比,
MoE结构的模型在训练成本上显著降低. 然而, 由于语言模型的尺寸逐渐增大, 以及其独特的模型结构, 如何实现

快速的 MoE 模型训练仍然是一个挑战.
 
 

FFN 1 FFN 2 FFN 3 FFN 1 FFN 2 FFN 3

P=0.7P=0.6

Router

Token 1

Router

Token 1

你 是

图 7　混合专家模型
 

分布式MoE训练的主要瓶颈是模型计算中交错的 AllToAll通信所导致的效率低下. Tutel[61]中提出, MoE算

法的性能取决于路由标记, 路由标记确保每个输入标记都能正确地转发给相应的子专家模型. 现有系统由于采用

静态执行策略, 其中静态并行和流水线导致计算效率低下, 无法适应动态工作负载, 从而产生性能损失. Tutel设计

了一种具有动态自适应并行性和流水线功能的方法, 能够在运行期间切换并行性和动态流水线, 无需动态迁移张

量. 同时, 该方法还实现了高效的通信和快速的编码解码, 从而提升了性能. Lina[62] 分析了 AllToAll算法开销的主

要原因, 通过使用张量分区, 将 AllToAll尽可能与 All-Reduce并行执行. 最后, 还通过探索动态专家选择模式, 调

度资源以平衡 AllToAll跨设备的倾斜通信量和带宽. SmartMoE[63]中提出, 由于当前MoE模型对数据敏感, 不同的

数据会导致门控网络动态选择输入和对应专家的匹配, 从而引发不平衡的计算开销. 传统的模型训练通过静态预

测固定执行开销, 且优化策略的搜索空间巨大, 使用传统方法进行动态搜索最优方案较慢, 这对模型训练和优化带

来了很大挑战. 最终, 作者设计了一个两阶段方案, 通过数据敏感性能预测模型离线构建策略池, 系统通过高效搜

索算法在线选择池中的最优并行策略选项.

 3.3   性　能

大语言模型因为依赖大规模模型结构和海量数据进行训练, 通常需要数天甚至数月才能完成训练. 其训练所

需的大量 GPU资源成本极高, 因此提升训练性能将大幅降低训练成本, 并提升研究效率. 目前, 研究人员通过高效

的注意力机制、混合精度训练、量化感知技术和通信优化等手段, 能够有效提升预训练系统的性能.
 3.3.1    高效注意力机制

高效注意力机制指的是能够提高大型语言模型计算和访存效率的一种方法. 通过引入不同的变体, 如访存优

化、稀疏注意力、局部注意力等, 这些机制能够在保持模型性能的同时降低计算成本. 这种高效性使得大型语言

模型能够更快地处理长文本序列, 加速训练和推理过程, 为自然语言处理任务带来显著的性能提升. 本文将高效注

意力分为以下几类: 访存优化、近似与稀疏化、分桶、低秩分解与降维, 后文将对每一类进行详细介绍.
 3.3.1.1    访存优化

Andrei等人 [64]发现, Transformer的训练是一项计算量极大的任务, 然而现有的实现未能有效利用 GPU, 因为

数据移动常常成为训练的关键瓶颈. 随着计算性能相较于内存带宽和网络带宽显著提升, 训练过程现在更多受到

内存访问的限制. 正如图 8 所示, 大型语言模型通常采用具有以下内存层级的硬件架构: GPU 芯片上的 SRAM、
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GPU内的高带宽内存 (HBM)以及主内存. 模型通常存储在 HBM中, 内核负责将模型和数据加载到 SRAM, 再进

一步传输到寄存器文件和流式多处理器中进行运算. 其中, GPU具有较强的浮点计算能力, 而访存带宽相对受限.
通过 Roofline[65]模型对常见模型算子 (例如通用矩阵乘 GEMM)的分析表明, 内存访问往往成为性能瓶颈. 基于这

一观察, 内核设计的性能优化目标转向尽可能减少对 HBM的访问, 并最大化 SRAM的缓存利用率.
 
 

SRAM: 19.0 TB/s (20 MB)

HBM: 1.5 TB/s (40 GB)

DRAM: 12.8 GB/s (>512 GB)

GPU

SRAM

GPU HBM

CPU DRAM

图 8　内存层级 [66]
 

由于自注意力的时间和内存复杂度与序列长度的平方成正比, Transformer在处理长序列时运行缓慢, 且需要

大量内存. FlashAttention[66,67] 指出, 当前内核的一个缺陷在于注意力算法缺乏 I/O感知能力, 也未充分考虑 GPU
各级内存之间的读写开销. 因此, 作者提出了一种 I/O感知的注意力算法, 通过引入在线 Softmax 算法和内核融合

技术, 减少中间结果的 HBM读写次数; 同时采用平铺策略, 并在反向传播阶段通过重计算进一步降低 I/O开销. 此
外, 作者还将该算法扩展应用于稀疏注意力机制.

Q、K、V ∈ RN×d

O ∈ RN×d N

O
(
N2) QK

K

Q,K,V ∈ RN×d

O ∈ RN×d

注意力机制的输入为    被存储在 HBM 中, 内核读取 QKV 进行注意力计算, 注意力输出

 被写入 HBM. FlashAttention 性能优化的设计目标是减少 HBM 访问的数量 (降低到低于   的二次方程

度), 其思路是通过分块 (tiling), 在线 Softmax 等技术让计算不需要物化留存空间复杂度为   的中间结果 

矩阵, 进而降低空间复杂度和访存. 作者采用了两种已建立的技术分块重计算来克服在 N 的二次方复杂度的

HBM 访问开销. 主要思想是将输入 Q、K、V 分割成块, 从慢速的 HBM 加载到快速的 SRAM共享内存, 然后对

于这些块计算注意力输出, 通过在将每个块的输出按正确的归一化因子缩放后相加, 最终得到正确的结果. 为了达

到按块计算注意力, 需要对 Softmax 做在线化处理. Softmax 将   列耦合在一起, 因此作者用缩放的方法对大的

Softmax 进行分解. 对于标准的注意力机制计算, 给定输入  , N 是序列长度, d 是注意力头的维度, 通过

以下注意力计算产生输出   
[66]: 

S = QKT, P = Softmax (S ) ∈ RN×N , O = PV ∈ RN×d.

x ∈ RB对于向量   分解后的在线 Softmax 计算如下 [66]: 

m (x)Bmax
i

xi, f (x)B
[
ex1−m(x) . . .exB−m(x)

]
, l (x)B

∑
i

f (x)i, Softmax (x)B
f (x)
l (x)

.

x(1), x(2) ∈ RB x =
[
x(1) x(2)]T ∈ R2B对于向量  , 可以将连接后的向量   的 Softmax 分解为:

 

m (x) = m
([

x(1)x(2)
])
=max

(
m

(
x(1)

)
,m

(
x(2)

))
, f (x) =

[
em(x(1))−m(x) f

(
x(1)

)
e(m(x(2)))−m(x) f

(
x(2)

)]
,

 

l (x) = l
([

x(1) x(2)
])
= em(x(1))−m(x)l

(
x(1)

)
+ em(x(2))−m(x)l

(
x(2)

)
, Softmax (x) =

f (x)
l (x)

.

S P O(N2) N ≫ d

N = 1024 d = 64

(m (x) , l(x ))

Q、K、V

S P

O
(
N2)

标准的注意力实现将矩阵   和   实例化到高带宽内存 (HBM), 这需要   的内存. 通常情况下,   (例
如, 对于 GPT-2,   且  ). 由于一些或大多数操作受制于内存 (例如 Softmax), 大量的内存访问导致较

慢的墙钟时间. 因此, 如果追踪一些额外的统计信息  , 通过以上的分解后的 Softmax 计算方法, 可以一次

一个块地计算 Softmax. 因此, 其将输入   分割成块, 计算 Softmax 值以及额外的统计信息, 然后合并结果.
这样通过分块, 内核融合等策略, 可以尽可能让每块在 GPU 共享内存完成全部的矩阵乘, Softmax, 遮罩, Dropout
和矩阵乘计算, 进而减少了重复的 HBM数据读写, 同时为了减少   和   等中间结果常驻内存, 同时应用策略释放

中间结果并在反向传播时重算输入张量. 另一种惰性 Softmax 也是采用类似的思想, 通过在线化计算不缓存 

的中间结果.
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 3.3.1.2    近似与稀疏化

O
(
N2) N

Q,K

除了从 Softmax 层面降低注意力机制二次方的空间复杂度, 通过稀疏化的思想进行长上下文处理优化也是近

年内核工作的关注点, 由于注意力机制的计算和空间复杂度都是   级别,   代表是输入标记的数量, 对越来越

长的输入标记处理代价很大. 对长上下文的优化集中在对产生瓶颈计算和内存的   阶段, 通过稀疏性的思想进

行优化.

w
1
2

w

O(n×w) n

d

d w l×d×w d

O(n)

Longformer[68]通过固定本地模式, 仅计算与相邻标记有关的注意力分数, 以减少计算量并降低中间结果的缓

存需求. 为了应对这一挑战, 它引入了一个注意力模式, 通过该模式使自注意力矩阵变得稀疏, 指定了相互关注的

输入位置对. 与完全自注意力不同, 所提出的注意力模式与输入序列呈线性关系, 使其在处理较长序列时更为高

效. 这一方法使得 Longformer 能够在更大规模的序列上进行有效的注意力计算. Longformer 支持以下几种注意

力模式. 1) 滑动窗口模式: 考虑到本地上下文的重要性, 滑动窗口模式仅关注固定尺寸窗口的注意力, 类似于卷积

神经网络. 在给定固定窗口大小    的情况下, 每个标记只关注其两侧的    个标记. 这种模式的计算复杂度是

, 其中   为输入序列长度, 呈线性关系. 2)扩张 (dilated)滑动窗口: 为了在不增加计算的情况下进一步提升

感受野, 类似于扩张卷积神经网络的思想, 可以对滑动窗口进行扩张. 其中窗口的元素之间具有大小为   的间隔.
假设对于所有层,   和   是固定的, 感受野为  , 即使对于较小的   值, 也可以涵盖数万个标记. 3)全局注意

力: 针对当前语言模型需要支持各种任务的特点, 对于遮罩语言模型, 只需要本地上下文来预测遮罩的标记, 而对

于分类任务则需要整体序列进行预测. 由于当前滑动窗口和扩张滑动窗口对于学习面向具体任务的表达不够灵

活, 因此引入了全局注意力. 如果一个标记使用全局注意力, 需要能够对序列中的所有标记进行运算. 例如, 在分类

任务中, 全局注意力被应用于 [CLS] 标记. 由于这类标记相比整体序列长度非常小, 所以复杂度仍为  . 同时,
在哪个部分应用全局标记取决于具体的任务.
 3.3.1.3    分　桶

O(n×n) O
(
n logn

)
[batch_size, length,dmodel] Q,K V

QKT [batch_size, length,

length] Softmax (QKT ) . Attention (Q,K,V) = Softmax
(

QKT

√
dk

)
V

Q,K dk,V dv qi

qi K qi

x h (x)

b
[
dk,

b
2

]
R h (x) = argmax([ xR;−xR ]) [u;v]

另一种方案通过局部敏感性哈希 (LSH) 替换注意力机制的矩阵乘, 将复杂度由    降低到   .
Reformer[69] 采用了 LSH注意力机制进行优化. 从形状为   的张量   和   开始分析. 在假

设多头机制不变的前提下, 聚焦于注意力计算部分. 如前所述, 主要问题在于矩阵项  , 其形状为 

. 实际上, 我们只关心   在标准的 Attention计算中, 公式为  ,

其中输入   的维度为   的维度为  , 由于 Softmax 主要受到最大元素的影响, 对于每个查询  , 我们只需关

注与   最接近的少数几个键. 例如, 如果   的长度为 64k, 对于每个  , 我们只需考虑其中最接近的 32或 64个键,
从而显著提高计算效率. 然而, 如何在键中快速找到最近邻, 在高维空间中, 这一问题可以通过 LSH来解决. LSH
的核心思想是, 通过哈希函数将每个向量   映射到一个哈希值  , 使得相近的向量以高概率获得相同哈希值, 而
远离的向量则以低概率获得相同哈希值. 在本方法中, 作者要求相邻向量以高概率映射到相同的哈希桶, 并保持哈

希桶大小大致均衡. 该方法通过采用随机投影实现: 为了获得   个哈希值, 首先固定一个大小为   的随机矩阵

, 然后定义   其中,   表示两个向量的连接. 这种方法是一种已有的局部敏感哈希方

案, 既易于实现, 又适用于向量批处理任务.
 3.3.1.4    低秩分解与降维

K V

QK = P

P ·VWV
i K V

Ei、Fi Ei、Fi ∈ Rn×k (n×d) KWK
i VWV

i (k×d)

(n× k) P̄

P̄ ∈ Rn×k, FiVWV
i ∈ Rk×d

矩阵分解和降维是传统用于减少矩阵乘法计算和内存复杂性的经典方法. 由于注意力机制的核心计算也涉及

矩阵乘法, 因此可以通过矩阵分解来降低内存和计算成本. Linformer[70]通过对权重矩阵进行变换, 降低了   和 

矩阵的维度, 从而显著减少了中间结果   矩阵的维度和内存占用. 它能够在与序列长度相关的线性时间和内

存复杂性下, 计算上下文映射  . 该线性自注意机制的主要思想是在计算   和   矩阵时, 引入两个线性投影

矩阵  , 其中  . 首先, 将原始   维度的键和值层   和   进行投影, 得到   维度的

投影键和值层. 然后, 使用缩放的点积注意力计算一个   维度的上下文映射矩阵  . 其计算公式如下所示 [70],
其中,  . 
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overlineheadi = Attention
(
QWQ

i ,EiKWk
i ,FiVWv

i

)
= P̄ ·FiVWV

i = Softmax
QWQ

i

(
EiKWK

i

)T

√
dk

 ·FiVWV
i .

P̄ · (FiVWV
i

)
i O(nk)

k k n

使用   为第   个头部计算上下文嵌入. 需要注意的是, 上述操作仅需要   的时间和空间复杂度.
因此, 如果我们能够选择一个较小的投影维度  , 使得   远小于  , 就能够显著减少内存的消耗.

QK近似与稀疏化和分桶本质上是对于   矩阵进行近似计算, 只需考虑局部元素; 低秩分解与降维则通过降维

来减小输出中间结果矩阵的维度. 另外, 一些工作, 例如 Long-short Transformer[71], 采用了上述 3种方法的混合优

化策略. 表 5对上文介绍的 4类高效注意力机制进行对比, 分析了其优势、不足和适用场景.
  

表 5　高效注意力机制对比
 

高效注意力类型 优势 不足 适用场景

访存优化
节省访存开销. 对准确度几乎没有
影响. 该方法与其他方案正交, 可
以结合使用而互不干扰

仅能节省访存开销. 在计算密集型算
子场景下, 优化效果可能降低

注意力访存为瓶颈的场景

近似与稀疏化 计算效率和访存效率均有提升
该方法存在一定的信息损失. 不适用
于注意力分数矩阵较为稠密的场景.
近似方法的实现需要软硬件协同设计

注意力分数矩阵数据稀疏. 适用于
仅需考虑局部注意力的场景

分桶 计算效率和访存效率均有提升
该方法对数据变化较为敏感. 该方法
可能会导致分桶倾斜

该方法仅适用于需要考虑局部注意
力上下文的场景. 数据分桶较为均
匀, 有助于负载的均衡分配

低秩分解与降维 计算效率和访存效率均有提升
有一定信息损失. 需要优化配置降维
维度

在注意力分数矩阵为低秩的场景
下, 效果更加显著

 

 3.3.2    混合精度训练

在大型语言模型的训练中, 显存和加速器核心是有限的资源. 使用低精度数据类型可以显著降低计算和内存

开销. 混合精度训练引入了半精度浮点数 (例如 Float16、BFloat16等)来训练大语言模型, 无需修改超参数, 尽可

能不损失模型精度的情况下, 提升训练性能和效率. 例如, 将 Float32替换为 Float16数据类型, 这会将相应张量的

内存需求减半, 并且在 NVIDIA GPU等最新架构上, 可以利用张量核心等特殊计算单元进一步加快计算速度.
在混合精度训练中, 通常使用半精度格式存储权重张量、激活张量和梯度张量. 然而, 由于这种格式的数值范

围比单精度更窄, 可能导致信息丢失或收敛性问题. 为了解决这个问题, Micikevicius等人 [72]提出了 3种防止关键

信息丢失的技术. 首先, 建议维护一个累积的单精度权重张量副本, 每个优化器步骤后得到的梯度 (在前向和反向

传播中, 此副本四舍五入为半精度). 其次, 使用损失缩放以保留较小幅度的梯度值. 最后, 使用半精度算术累加并

转换为单精度输出, 在存储到内存之前将其转换为半精度. 这些技术的结合有助于克服混合精度训练中可能出现

的数值范围狭窄引起的问题. 目前, 混合精度训练方法也被广泛应用于大型语言模型的训练, 例如在 Llama 2的微

调方案中, 用户仍然可以选择混合精度的配置.
如图 9所示, 在混合精度训练中, 主模型权重首先被转换为 16比特的 Half类型, 然后与 Float16 (FP16)类型

的激活一起进行前向传播, 生成激活. 在反向传播计算中, 计算激活梯度时使用 Float16类型的输入权重和激活梯

度, 生成 16比特的激活梯度; 计算权重梯度时需要 16比特的激活和激活梯度, 计算出 16比特的权重梯度, 最终更

新模型权重. 这样, 大部分核心计算和显存消耗较大的张量能够保持低精度, 从而加速训练并节省显存.
  

Float to
half

主权重 (FP32)
FP32 FP32

更新后的主权重

激活

激活梯度

权重

激活前向传播

反向
传播-权重

激活梯度

权重梯度

权重

激活

FP16

FP16

FP16

FP16

FP16

FP16

FP16

FP16

权重更新

图 9　混合精度训练 [72]
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 3.3.3    量化感知训练

模型量化是指将模型中的高比特数据类型替换为低比特数据类型, 并确保推理准确度的减少在可接受范围

内. 通过对张量数据进行量化, 可以降低显存开销和浮点运算量. 量化主要分为两种方式, 即量化感知训练和训练

后量化, 其中与预训练相关的是量化感知训练技术. 量化感知训练是在模型训练或微调阶段采用的一种方法. 在训

练过程中, 量化的优化目标被整合到模型训练中, 以减少量化精度损失. 例如, LLM-QAT[73] 考虑到难以获取足够

的训练数据, 采用预训练模型生成数据, 并通过知识蒸馏进一步量化权重、梯度以及 KVCache. 该策略提高了吞

吐量并支持处理长序列. PeQA [74]和 QLoRA[75]属于高效参数微调 (parameter-efficient fine-tuning, PEFT) 的范畴.
PEQA分为两个阶段, 第 1个阶段将每个全连接层的权重矩阵量化为低精度整型及标量向量; 第 2个阶段, 在标量

向量上对每个下游任务进行微调. QLORA使用 4比特量化将预训练模型反向传播到 LoRA (low-rank adaption)模
型结构. 其设计了 4比特的 Normal Float类型 (NF4), 并证明其在理论上对正态分布权重最优. 通过量化常数等手

段实现双量化, 从而减少平均内存消耗, 并最终应用内存页面优化器来管理峰值内存消耗.
 3.3.4    通信优化

随着大型语言模型尺寸的不断增大, 为了进行训练, 需采用分布式训练方式. 在分布式场景下, 性能瓶颈逐渐

由其他因素转向通信, 因此, 如何优化和减少通信开销逐渐成为提升系统性能的关键手段. Wang 等人 [76]对 Meta
公司集群中的深度学习负载进行了分析, 发现随着使用 GPU卡数的增加 (例如从 8卡增加到 128卡), 通信在整个

作业中所占比例从原来几乎可以忽略的程度上升到 40%–60%. 为了应对这一问题, 通信算法优化、异步通信、通

信数据量化以及卸载通信原语到自定义硬件策略已成为常见的系统优化手段. 这些策略相互独立, 可结合应用, 共
同减少通信开销并提升系统性能.
 3.3.4.1    通信算法优化

2(N −1) K
N

,K

N

随着大型语言模型的数据并行或张量并行算法的应用, 通常会使用 All-Reduce通信优化. 通过采用 RingAll-

Reduce, 可以将单个 GPU 总体的输入输出张量的总通信量降低为   代表每个 GPU 需要通信的数据

量,   代表节点数量. 这使得性能不再依赖于 GPU的数量, 因此具有更好的性能和扩展性. 该方式通过只与邻居通

信, 更适合当前硬件供应商提供的异构计算资源, 例如在 NVIDIA GPU节点内通过 NVLink进行高速互联. 随着异

构硬件架构的增多, 大型模型的分布式方案变得更加灵活, 因此自动合成通信方案变得尤为重要. 拓扑感知的集体

通信算法合成也是一个重要的优化方向.
当前典型深度学习训练集群的拓扑特点: 节点内通过快速的 NVLink或 PCIe互联, 节点间通过 InfiniBand或

以太网互联. 节点间全连接, 通常采用胖树 (fat tree)架构, 节点间带宽通常相同. 主机通常配置 1块或多块网卡, 如
果网卡数量低于 GPU 数量, GPU 会竞争网卡带宽, 每个 GPU 设备有独立的发送和接收带宽. 由于当前算力基础

设施中 GPU之间的互联方案多种多样, GPU之间的拓扑也在一定程度上影响性能. 因此, 基于当前拓扑设计和合

成高效通信计划与代码, 对提升训练和推理性能非常有用.
Cowan等人 [77]设计了可编程的通信系统MSCCLang, 提出了用于编写通信算法的领域特定语言和一个用于

将这些语言转换为底层代码的优化编译器. 在特定拓扑结构上合成的优化版本 All-Reduce和 AllToAll相比基线

有 1.3–1.9倍的加速. 以往的一些工作从拓扑感知的角度入手加速通信, 例如, BlueConnect[78]在云端或数据中心中

的层次网络拓扑结构下, 将单个 All-Reduce操作分解为大量可并行的归约 (reduce scatter)和全收集 (AllGather)操
作, 利用延迟和带宽之间的权衡, 以适应各种网络配置. PLink[79]探测物理网络拓扑后, 利用拓扑中的局部性, 合成

和执行分层聚合, 同时可以演化执行计划以适应变化的网络条件. 另一些工作将通信算子建模为优化问题或约束

满足问题, 通过自动合成通信算法. Blink[80]利用装箱树, 而 Cai等人 [81]则利用约束求解器合成满足帕累托最优的

算法.
 3.3.4.2    异步通信

近期的研究展示了在计算和通信中实现重叠具有良好的加速效果. 在使用反向传播训练模型时, 需要按顺序

传递激活和梯度, 为提升效率, 通信通常需要与计算同步进行. 在 PyTorch DDP中, 通过将张量分桶组合成一个批

次进行通信提升带宽利用效率. 在 PyTorch DDP 的数据并行实现中, 利用深度学习计算的特性, 等待一批梯度张
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量就绪后开始异步执行 All-Reduce, 待所有梯度聚合完成后, 再进行权重的梯度下降更新. Zhuang等人 [82]提出了

一种完全解耦的训练方案, 使用延迟梯度来打破这些同步. 延迟梯度将模型分割成多个模块, 使用不同的进程独立

且异步地训练, 并引入梯度收缩来减少由延迟导致的陈旧梯度效应. 最终, 方法证明所提出的延迟梯度算法能确保

训练期间的统计收敛. 其中, TicTac[83]通过定位底层计算模型消耗张量的顺序, 控制张量传输顺序, 从而确保近似

最优的计算和通信重叠. Romero等人 [84]提出使用缓存机制加速进程间的协调, 减少通信次数, 且该方法在数据并

行过程中只需通信一次. 此外, 通过将一批聚合通信原语进行分组, 控制通信缓冲区的尺寸及调度策略, 增加缓存

区的动态性, 减少阻塞等待, 防止死锁, 并加速通用并行框架中的控制平面通信流程.
 3.3.4.3    通信数据量化

许多训练中采用的随机梯度下降优化算法的通信高效变体, 常常会使用梯度量化方案来降低通信数据量.
Faghri等人 [85]指出, 这些方案通常是基于规则的, 并在训练过程中保持不变. 然而, 模型梯度的统计特性在训练过

程中是变化的, 这是通过经验观察得出的. 受到这一观察的启发, 文献 [85] 引入了两种自适应量化方案, 即 ALQ
和 AMQ. 在这两种方案中, 通过有效计算参数统计及并行更新, 实现了对梯度的自适应压缩模式. Bian等人 [86]对

比了模型并行和数据并行下通信压缩算法的不同特征, 并评估了 3类常见压缩算法: 基于剪枝、基于学习和基于

量化的算法. 文献 [86]观察到, 基于学习的压缩方法更适合模型并行, 且超参数对压缩算法的收益有影响, 模型较

前层对压缩算法的敏感度更高.
 3.3.4.4    卸载通信原语到自定义硬件

将通信计算卸载到特定的加速器或网络设备可以减少对 GPU和 CPU的中断并实现加速. 例如, BluesMPI[87],
ACCL[88]和 BytePS[89]等将通信原语卸载到 SmartNIC、FPGA或空闲的 CPU上. 而 SwitchML[90]和 ATP[91]则将聚

合通信卸载到网络交换机上, 从而加速深度学习中的 All-Reduce通信. 尽管上述方法有些是为通用深度学习模型

提出的, 但它们同样适用于大型语言模型的训练. 这些方法可以以插件的形式与其他优化方法正交地集成到现有

预训练系统中, 从而在训练过程中实现更为高效的通信和计算.

 3.4   可靠性

由于当前大型语言模型预训练系统和平台栈中存在多种缺陷, 从软件层到硬件层可能都存在问题, 这些问题

可能导致训练程序崩溃或挂起. 在本节中, 我们首先通过分析当前的缺陷状况, 了解预训练系统面临的问题及其可

靠性挑战. 随后, 将从检查点和弹性训练技术两个方面着手, 总结预训练系统如何通过这两项机制提高可靠性.
 3.4.1    缺陷分析

为了更有效地训练和测试模型, 企业开发人员通常在共享的多租户平台上进行训练. 然而, 由于程序或平台故

障, 一些训练程序在执行一段时间后可能会失败, 导致执行时间过长, 从而降低开发生产力并浪费资源. 分析理解

程序、平台和硬件缺陷, 对后续系统设计有重要指导意义. Zhang等人 [92]对微软深度学习平台的作业失败进行了

分析, 收集了 4 960个真实失败案例, 手动检查并将其分为 20类. 针对 400个故障样本, 确定了常见的根本原因和

修复方案. 为了更好地了解当前深度学习的测试和调试实践, 还进行了开发者访谈. 主要发现包括: 1) 48.0%的故

障发生在与平台的交互中, 而不是在代码逻辑的执行上, 主要是由于本地和平台执行环境之间的差异; 2)深度学习

特有的失败 (13.5%) 主要是由于不合适的模型或超参数以及 API 误用; 3) 当前的调试实践对于故障定位效率不

高, 在许多情况下, 开发者需要更适合大型语言模型的开发工具. 除了程序缺陷, 平台本身也存在多种质量问题, 这
不仅浪费计算资源, 而且严重降低深度学习和大型语言模型的开发效率. Gao等人 [93]对Microsoft Platform-X的质

量问题进行了全面实证研究, 检查了 360个真实问题, 调查了这些问题的常见症状、根本原因和缓解措施. 常见症

状及原因包括: 28.33%的质量问题由硬件故障 (GPU、网络和计算节点)引起, 28.33%由系统侧故障 (如系统缺陷、

服务中断等)引起, 用户侧故障 (如程序 Bug、策略违规等)占 43.34%. 超过 60%的质量问题可以通过重新提交作

业 (34.72%)或改进用户代码 (24.72%)来缓解. 这些研究结果为提高深度学习平台服务质量提供了指导, 尤其在开

发和维护方面. 这些发现还引发了可能的研究方向和工具支持, 例如后文将介绍的缺陷分析、检查点与弹性训练.
由于作业执行需要排队且资源紧缺, 对作业或模型进行缺陷分析和程序分析可以提前规避无效执行, 从而提高研

发生产力. 通过高效的检查点机制和弹性训练, 可以防止硬件故障导致的作业挂起失效. 目前, 作业缺陷分析可以
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划分为静态分析和动态分析两种方式.
 3.4.1.1    静态分析

静态分析是一种在不运行程序的情况下, 通过将程序作为输入来分析其非功能属性或进行程序验证的方法.
这种方法可以有效检测类型缺陷、显存溢出、资源消耗等问题. 以类型缺陷为例, Gao等人 [94]将模型类型缺陷形

式化为约束满足问题, 并通过类型检测和 SMT Solver进行验证. 另外, Gao等人 [95]和Mei等人 [96]通过分析代价模

型或图神经网络模型, 对模型显存消耗或计算代价进行建模, 从而能够预测模型的内存消耗、浮点运算量、GPU
利用率、模型尺寸等. 通过提前对提交的待执行模型进行验证, 可以在大语言模型训练过程中进行优化. 虽然在大

语言模型训练中, 由于单次迭代训练代价较大, 模型结构较为稳定, 且缺少自动化机器学习中的搜索空间假设, 但
仍然可能遇到同类型的缺陷问题, 这些问题可能会导致更大的资源浪费和性能下降. 因此, 静态分析仍然是解决这

些缺陷问题的一种有效手段.
 3.4.1.2    动态分析

(1) 动态程序分析. 动态分析需要执行程序并捕获程序运行过程中的日志或中间执行结果, 然后进行分析. 通
过这种方式可以规避静态分析缺少上下文、对控制流和动态性的分析局限性等问题, 但要确保动态工具对性能的

影响控制在可接受范围内. Zhu等人 [97]通过构建执行痕迹图, 对作业的执行开销进行回放模拟, 从而预测作业在不

同优化和硬件拓扑下的性能, 为系统优化和部署提供指导. Le Scao等人 [5]通过观察执行中的 Loss、GNorm等信

息来判断是否出现不收敛、数值缺陷等问题, 进而终止、调试或重启实验, 以加速模型的收敛. MegaScale在大规

模语言模型训练过程中发现不同任务之间存在性能不一致性. 为了不影响训练性能, 该研究通过记录 CUDA事件,
构建性能检测工具, 以诊断运行时训练程序的性能问题.

除了对作业的分析, 对平台服务和硬件进行检测与分析对保障平台质量也至关重要. 从开源大语言模型训练

的编年史和平台质量分析中可以看出, 平台侧需要构建节点健康检测, 以快速定位和剔除不健康节点, 从而减少作

业失效或挂起. OpenAI[98]和MegaScale披露了其在大规模集群中依靠自动化检测并剔除行为异常节点的做法. 随
着时间的推移, 工业界针对人工智能平台建立了许多健康检查系统, 分为两类: 被动性检查和主动性检查.

(2) 被动性检查. OpenAI披露其平台中的某些健康检查是被动的, 始终在所有节点上运行. 这些检查监视基本

系统资源, 例如网络可达性、磁盘损坏或已满, 以及 GPU错误. NVIDIA的数据中心 GPU管理器 (DCGM)工具可

以查询这些错误以及其他许多 Xid错误. 此外, NVML设备查询 API还公开了有关 GPU运行状况和操作的更多

详细信息. 一旦检测到错误, 通常可以通过重置 GPU 或系统来修复它们. 在某些情况下, 可能需要物理更换底层

GPU. 另一种被动形式的健康检查是跟踪来自上游云提供商的维护事件. 云提供商通常公开一种了解当前虚拟机

是否即将发生维护事件的方法, 该事件最终可能导致中断. 虚拟机可能需要重新启动, 以便应用底层虚拟机管理程

序的补丁或将物理节点更换为其他硬件. 这些被动运行状况检查在所有节点的后台持续运行. 如果运行状况检查

开始失败, 该节点将自动封锁, 因此不会在该节点上调度新的作业进程. 对于更严重的运行状况检查失败, 还将尝

试将进程逐出, 以请求所有当前正在运行的进程立即停止运行. 是否允许这种驱逐仍由进程本身决定, 可通过

Kubernetes Pod中断预算进行配置.
(3) 主动性检查. 并非所有 GPU 问题都会表现为通过 DCGM 可见的错误代码. 为此, OpenAI 建立了测试库,

用于测试 GPU 并捕获其他问题, 以确保硬件和驱动程序按预期运行. 这些测试无法在后台运行, 它们需要独占

GPU几秒钟或几分钟才能完成. 首先, 在系统启动时, 节点上会运行这些测试, 该过程被称为“预检”. 所有节点在加

入集群时都会应用“预检”标记. 此标记将阻止在节点上调度正常的 Kubernetes Pod. 之后, 预检程序在带有此标签

的所有节点上运行预检测试. 成功完成测试后, 测试程序将删除标记, 该节点即可供使用. 此后, 还会在节点生命周

期内定期运行这些测试, 以确保可用节点顺利部署到集群中. 虽然测试哪些节点具有一定的随机性且不受控制, 但
随着时间的推移, 这种方法可以提供足够的覆盖范围, 同时将干扰降至最低. 微软还开源了人工智能硬件测试工

具 SuperBench[99], 包含深度学习基准测试作业, 用于定期测试面向深度学习的新硬件的质量和稳定性. MegaScale
在万卡规模的大规模语言模型训练过程中, 也会主动进行节点内和节点间的网络测试, 以主动检测网卡质量问题,
尽早发现硬件层和软件层的通信问题并进行迁移.
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综上所述, 当前大语言模型执行的软硬件栈均存在许多缺陷, 导致作业失效或挂起. 因此, 迫切需要提供高效

的容错机制, 以保障大语言模型训练的顺利完成. 在接下来的两节中, 将介绍检查点和弹性训练技术, 以支持预训

练系统在平台上可靠地运行.
 3.4.2    检查点

大语言模型通常使用检查点技术备份模型, 以实现容错并确保在故障时能够恢复. 在以往的深度学习系统设

计中, 容错往往被忽视, 没有进行充分的优化. 一般来说, 检查点操作采用同步方式执行, 随着大型语言模型规模的

不断增大, 这将是非常耗时的操作. 深度学习框架, 如 PyTorch、TensorFlow 等, 为用户提供了检查点接口, 使其能

够在训练期间创建备份. 然而, 这些框架通常让用户自行决定何时执行检查点、备份哪些模型分片以及触发检查

点的频率, 这可能导致效率低下的问题. Rojas 等人 [100]研究了常见框架的检查点实现, 评估了检查点的计算成本、

文件格式和大小、规模的影响以及检查点非确定性问题. Wang 等人 [101]提出了 Gemini, 这是一种面向大语言模型

的分布式检查点和故障恢复方案. 此方案以平均浪费时间为主要度量标准来评估检查点解决方案的性能, 因为故

障可能在任何时候发生, 导致浪费时间有所变化.

tckpt+ trtvl tckpt trtvl
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f
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在最理想的情况下, 即在完成检查点后立即发生故障, 浪费的时间为  , 其中   是检查点时间,   是

恢复时间. 而在最糟糕的情况下, 即在完成检查点之前发生故障, 浪费的时间为  , 其中   是检查点频

率. 假设故障在两个连续检查点之间均匀分布, 平均浪费时间 ( )可以表示为下式 [101]. 
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其中,   表示迭代时间, 因为模型无需在迭代内进行检查点, 而且检查点不能在之前的检查点完成前启动. 为了

减少浪费时间并提高检查点频率  , 降低检查点时间   至关重要. 尽可能使用主存检查点可以降低检查点时间

 和恢复时间  . 同时, 通过检查点流量调度算法减少检查点时间   和最小化对训练作业使用网络的干扰, 从
而降低   迭代时间. 从约束公式来看, 这也就是检查点频率有机会进一步提高的机会. MegaScale通过将检查点

分为两个阶段进行加速. 第 1个阶段将数据由 GPU 显存写入到主存, 通过优化 PyTorch 序列化方法并使用固定内

存 (pinned memory), 然后继续训练, 最终使用高带宽 PCIe 只需要几秒钟完成备份. 第 2个阶段使用一个后台进程

异步将主存数据拷贝到分布式文件系统 HDFS 中.
对于深度学习和推荐模型的检查点工作, 仍有许多基本技术可以供大语言模型借鉴应用. DeepFreeze[102]通过

异步检查点方式进行深度学习备份, 但其检查点数据通过相对单一的策略存放在远端存储. DeepFreq[103] 提出了动

态调整检查点频率的方法. Check-N-Run[104]提出了面向推荐系统深度学习模型的两种检查点优化策略. 首先, 它应

用差分检查点, 跟踪并备份模型的修改部分. 差分检查点在以下情况能够发挥效益: 当模型的一小部分 (通常存储

为嵌入表)在每次迭代中更新时, 例如推荐模型场景中. 换句话说, 这种方法适用于模型更新非常稀疏的场景, 可以

有效减少检查点的尺寸. 其次, 利用量化技术可以显著减少检查点的大小, 同时不降低训练准确度. Oobleck[105]采
用了规划-执行协同设计的方法, 先生成一组流水线模板, 并实例化至少 f+1 个逻辑上等效的流水线副本, 以容忍 f
个同时发生的故障. 在执行期间, 其依赖于跨副本复制的模型状态来提供快速恢复.

这些设计思路在大语言模型中同样适用, 尤其是在采用并行化模型切片技术的背景下, 带来了新的检查点挑

战和系统设计机会.
 3.4.3    弹性训练

弹性训练的设计初衷有两个方面. 首先, 由于平台的不稳定性容易导致故障, 弹性训练可以实现故障恢复或容

错. 其次, 在大多数分布式训练系统中, 用户需要在提交作业之前手动配置资源, 如 GPU卡数和内存等, 并且无法

在运行时调整资源配置, 静态的资源配置严重影响了作业的性能和利用率. 通过弹性训练, 可以充分利用闲置资

源, 提高资源利用率. 目前, 弹性训练的实现方式主要包括两种: 一类是部署层控制方式, 另一类是运行时插桩.
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 3.4.3.1    部署层控制

TorchElastic[106]是 PyTorch官方提供的弹性解决方案, 主要对节点成员资格变更时的故障进行了建模. 当节点

发生故障时, 故障被抽象为缩小规模事件; 当故障节点被调度器替换时, 则抽象为向上扩展事件. 该工具在数据并

行方面表现较好, 且对于容错作业和弹性作业, 可以配置重新启动的次数. DLRover[107]是一个分布式开源深度学习

框架, 它可以自动配置深度学习作业的初始资源, 并在运行时动态调整作业资源, 以获得更好的性能. 借助其弹性

能力, 当检测到性能问题或作业因故障或驱逐而失败时, DLRover能够有效调整作业资源. 它通过对作业中所有工

作者进程的吞吐量 R进行建模, 将整个执行计划抽象为最大化吞吐量 R 的优化问题 [107]: 

R =
Nw∑
i=0

B

tIO+
Wcompute

r ·min(wi, ŵ)
+

Wupdate

r ·min(stotal, ŝ)

,

B Nw R Nw,w,S total TIO

wi ŵ r

Wcompute Wupdate stotal ŝ

其中,   表示批尺寸,   表示作业中的工作者数量,   会随着   的增加而增长.   代表读取和预处理一个

批次数据的时间, 以及传输权重和梯度的通信时间.   表示配置的 CPU 核心,   表示实际使用的 CPU 核心,   表

示 CPU 计算容量.   代表前向和反向计算梯度的计算量,   代表更新参数的运算量,   和   分别代表

参数更新阶段的 CPU核心数量和实际使用的 CPU核心数量. 然而, 由于一批作业只能共享集群资源, 并受到核心

最大计算容量等约束的限制, 整个问题在考虑这些约束后, 演变为一个非线性整数规划问题, 并且被认为是 NP困

难的. AntMan[108]通过充分利用闲置的 GPU资源, 实现了在共享的 GPU上同时运行多个作业, 从而提高 GPU利

用率. 该方法充分利用了深度学习训练的独特特性, 并在深度学习框架内引入了内存和计算的动态扩展机制.

 3.4.3.2    运行时插桩

对于云服务而言, 通过提高深度学习工作负载的 GPU的高利用率来降低成本至关重要. Singularity[109]提供了

全球分布式调度服务, 用于高效、可靠地执行深度学习训练和推理工作负载. Singularity 的核心是工作负载感知

调度程序, 能够在加速器 (例如 GPU、FPGA)集群中透明地进行抢占和弹性扩展深度学习工作负载, 从而提高利

用率, 而不会影响其正确性或性能. 其机制是透明的, 通过对 CUDA和驱动层接口的插桩, 用户无需修改代码, 也
不需要使用可能限制灵活性的自定义库. 此外, 该方法通过提供透明的检查点机制来增强深度学习工作负载的可

靠性. 该方法与模型架构无关, 支持多种并行策略 (例如数据并行、流水并行、模型并行). 表 6总结了不同类型弹

性训练方案的优势、不足以及适用场景.
 
 

表 6　弹性训练方案对比
 

检查点类型 优势 不足 适用场景

部署层控制
可以理解模型结构和并行方案减
少备份冗余数据

由于被绑定到特定系统, 该方案的通
用性受到限制

该方案适用于特定的框架或固
定的部署平台

运行时插桩 适用于各种上层系统框架
无法理解模型结构和并行方案可能备
份冗余数据. 底层硬件和驱动层限制
造成实现困难

平台系统适合提供此种类型的
方案进行作业调度或作业容错

 

 3.5   小　结

随着大型语言模型训练集群规模的增长和训练时间的延长, 训练过程中遇到硬件故障的概率随之增加. 因此,
总结了提升大语言模型预训练系统可靠性的措施, 包括及早发现故障、快速诊断问题, 并通过有效的容错机制、

检查点设置和快速弹性恢复, 确保预训练系统在出现故障时能够及时恢复, 从而提高整体可靠性.

 4   大语言模型预训练系统面临的挑战与应对

尽管大语言模型在社会各界引起了广泛关注, 但当前的大语言模型预训练系统仍面临诸多问题和挑战. 这些

挑战包括模型本身的特性、资源的限制、技术的快速发展, 以及系统复杂性增加所带来的缺陷问题. 本节将对上

述问题和挑战进行系统梳理.
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 4.1   大模型大数据与资源紧缺的挑战

OpenAI的 Henighan等人 [4]提出的 Scaling Law在 4个领域中确定了交叉熵损失的实证缩放定律: 生成图像

建模、视频建模、多模态图像与文本模型转换以及数学问题求解. 在这几种情况下, 随着模型大小和计算预算的

增加, 自回归基于 Transformer的模型性能都能平稳提升, 其损失缩放关系遵循幂律规律. 最优模型大小也取决于

计算预算, 通过一种幂律来衡量, 其指数在所有数据领域中几乎是普遍适用的. 同时, 通过对 GPT-3[2]的实验与发

布, 不断通过扩展模型和算力提升模型效果. 然而, 对于大部分的机构与个人而言, 预期的模型效果需要海量的算

力资源支撑才能完成训练. 然而, 实际情况是资源紧缺, 模型训练耗时长, 资源消耗大. 因此, 如何支撑更大规模的

模型部署, 提升模型计算的性能, 以及提升资源的利用率, 仍然是需要解决的根本问题. 在这个过程中, 可以从算法

层、系统层和硬件层的协同设计与优化中获取启示. 例如, 混合专家模型通过模型层的稀疏性, 在有限资源下进一

步增加模型参数的效果, 展现出系统和算法融合的潜力. FlashAttention则采用在线 Softmax, 改变了算法计算聚合

模式, 为系统层进一步降低访存提供了机会. 同时, 在算法方面, 可以探索更加稀疏的模型架构设计, 以便在固定的

计算成本下探索更大的语言模型. 为此, 需要建立大模型训练的跨层理论和模型, 理清算法、系统和硬件之间的内

在联系, 使其成为大语言模型扩展性、计算性能优化与利用率提升的基石.

 4.2   研究与工程快速迭代的挑战

受益于开源社区和预印版论文模式, 学术界和工业界对大语言模型进行的研究和工程实践迭代速度非常快.
在如此快速演进的算法、模型结构和系统面前, 如何通过大语言模型预训练系统更加灵活地支撑研究并适配工程

需求是巨大的挑战. 对研发者而言, 快速跟进、二次开发以及开源系统的应用也是一项考验. 为了应对快速的研究

与工程迭代, 可以通过标准化与工具化手段, 缓解开发难点并提升研发效率. 开源社区提供了更统一的接口标准,
使得新的模型与系统优化能够以可插拔的方式集成入现有工具链. 例如, 大语言模型通常发布于 Hugging Face 社
区, 用户可以通过其 Transformers 库方便地进行下载、训练和微调. 社区与系统的联合设计在一定程度上推动了

大语言模型开发流程的标准化. 基于面向切面的设计原则, 研究者可以持续研发出调试工具和程序分析工具, 用于

解决新系统和算法在监控、剖析、日志处理等方面的共性问题. 由于大语言模型具备较强的上下文理解与程序合

成能力, 借助大语言模型辅助自身系统的研发, 也在一定程度上提升了开发效率.

 4.3   系统复杂性与缺陷带来的挑战

由于大规模模型部署、算力基础架构及模型研发的快速迭代特点, 大语言模型预训练系统在设计和开发上缺

乏充分的测试, 同时基础架构层面容易发生故障. 这为高质量支撑大语言模型的研发和训练带来了极大的挑战. 因
此, 如何形式化或定量化地描述大语言模型系统及其缺陷复杂性的本质特征与外在度量指标, 并进一步研究系统

和缺陷复杂性的内在机理是一个关键问题. 通过对大语言模型计算和缺陷规律的研究, 有助于理解其复杂模式的

本质特征和生成机制, 从而提升系统设计质量, 获得更清晰的系统抽象, 并有效指导大语言模型系统的设计. 因此,
厘清算法与系统之间的内在联系, 可实现算法与系统的协同设计. 通过对数据通信与计算复杂性机理的建模与解

析, 阐明大语言模型按需简化、降低复杂度的原理与机制; 同时, 通过对缺陷的形式化建模, 阐明其静态或动态验

证、测试的原理与机制. 这些对问题的理解和形式化建模工作将成为大语言模型计算的理论基础.

 5   前沿展望与未来趋势

随着大模型的发展, 多模态模型逐渐引起关注, 其模型架构以大语言模型为推理基础, 集成了其他模态 (例如,
图像、视频、语音等). 如何在原有的预训练系统上支持更多模态, 如多模态的数据管理、预处理与流水线读取;
如何综合设计保证精度的高效跨模态的基于稀疏性优化及量化; 在模型更加异构, 集群资源更加异构趋势下, 对更

加复杂的并行切片搜索空间, 如何高效地设计并行策略; 针对多模态模型更丰富的算子集合, 设计更加高效的内核

算法与内核融合, 加速算子执行. 以上方向都对未来的预训练系统设计提出了新的挑战和机遇.
随着大语言模型编码、调试和数学推理能力的不断提升, 在软件工程与系统社区逐渐有研究人员尝试利用大

语言模型的能力指导系统设计. 同理, 大语言模型也有潜力应用到大语言模型系统本身的设计、优化与调试诊断
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中. 如何通过设计提示词让大语言模型辅助设计新的并行策略, 编写更加高效的内核; 通过日志和监控以及程序等

信息, 让大语言模型辅助诊断程序的性能缺陷, 提示下一步的优化策略; 当训练作业崩溃时, 通过大语言模型分析

错误日志, 辅助诊断、调试和修复程序缺陷等方向需要进一步探索.

 6   总　结

随着大语言模型应用与技术的快速发展, 各类应用层出不穷, 导致模型规模和部署迅速增长, 使得大语言模型

渗透到越来越多的行业和业务领域, 成为重要的生产要素. 本文系统地解构大语言模型的训练过程, 分别梳理了支

撑大语言模型的系统技术现状, 包括预训练系统、系统扩展性、性能和可靠性. 尽管这些技术逐渐达成了共识, 但
尚未形成统一的跨阶段、跨技术栈的协同设计与优化方案. 本文总结了各种技术在大语言模型训练中的关键作用

及其优劣势的比较. 最后, 梳理了大语言模型预训练系统当前面临的挑战, 并提出了潜在的应对方案.
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