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critic, SAC) #9 % M A TAE i HIAM £ RAELR SAC-MWF. 4 4, Xt — 45455 7| M 5 ik k& R 3 LA S AL A
5, EH RS IMRRANA LF O A RIFAEA T, AR T SRR X ERRAA THEIERABRAFIBEX. LK,
FEH £F 9 Fedf A8 B 5] Lo D] Zh A AR FURALRL Fo 2 T AEFORALAE, AR R R ALA T o) = T4E 7 SAEX. &
J&, AR SAC Fik & A TN AR R e s AR FURMARE R, £ R R A0 = TAE G RT3 AMRBEE Ly Fing R
A0, SAC-MWF 7 ik e M Foit HA 7 @ R IR T

KIA: =T TAE AT, BALF ) SALA TAE A K
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R S R TR, BRI, 2R, EAEYE, 22 TEL, R, ARk R T SACHI 2 A TAE S TN AR BAE L. B Ak
224K, 2026, 37(2): 563-583. http://www.jos.org.cn/1000-9825/7424 . htm

5| k% Zeng WX, Ying S, Li TG, Tian XB, Jiang YH, Liu HJ, Hao SK. SAC-based Ensemble Framework for Multi-view
Workload Forecasting in Cloud Computing. Ruan Jian Xue Bao/Journal of Software, 2026, 37(2): 563—583 (in Chinese). http://www jos.
org.cn/1000-9825/7424 .htm

SAC-based Ensemble Framework for Multi-view Workload Forecasting in Cloud Computing

ZENG Wen-Xuan', YING Shi', LI Tian-Gang', TIAN Xiang-Bo', JIANG Yu-Hong’, LIU Hu-Jie’, HAO Shi-Kui’

'(School of Computer Science, Wuhan University, Wuhan 430072, China)
*(School of Computer Science, China University of Geosciences, Wuhan 430078, China)
*(Hubei ChuTianYun Co. Ltd., Wuhan 430076, China)

Abstract: Accurate workload forecasting is essential for effective cloud resource management. However, existing models typically employ
fixed architectures to extract sequential features from different perspectives, which limits the flexibility of combining various model
structures to further improve forecasting performance. To address this limitation, a novel ensemble framework SAC-MWF is proposed
based on the soft actor-critic (SAC) algorithm for multi-view workload forecasting. A set of feature sequence construction methods is
developed to generate multi-view feature sequences at low computational cost from historical windows, enabling the model to focus on
workload patterns from different perspectives. Subsequently, a base prediction model and several feature prediction models are trained on
historical windows and their corresponding feature sequences, respectively, to capture workload dynamics from different views. Finally, the
SAC algorithm is employed to integrate these models to generate the final forecast. Experimental results on three datasets demonstrate that
SAC-MWEF performs excellently in terms of effectiveness and computational efficiency.

Key words: cloud computing; workload forecasting; reinforcement learning; multi-view workload
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ZRIFE L AR A OBk 2 — U, R RAIE B AR . B R BERR FE R DR AR R G ] S
FLAT AR ., 2 BRI B A0 — A 28R G 2 TOUI0 A SR 1) AR S O i R O it S s ) AR i
Z IR SSAR A B AT LA E S YU TR E IS, 3 T ST 5 R U R AR LA S B T S B e 2 B R R S
REARAL ), 25k = A 2 A TR AR, 5595 R e AT, (R G BRI 25 5 3 S5 VR PR L IR 9%, 7 S et U T 3t 5
R AL ER, R 55 = VMY (service level agreement, SLA)

= TR T SR A Bh A2 A 4 55 V%, A5 G it 2 TR LA 2 SRR LE FUAT 45 rh 774518 22 BBV
ZACHE I AL A 1) AR, VR T SRR I — SR AR BT TR R, 5140 1) oL LSS, WK
W IZ /2% (long short-term memory, LSTM), LA$R i F: I00I0 oA B U011, 2) My st R A R 7Y | in 435 4 5 AU e 22 o) 2%
(convolutional neural network, CNN) Al LSTM, FJF} CNN $2 BURFHIE & 3853 LSTM #EAT 4R AE 27 > FnFign 1> 3) 53
TR BN R, TAR IR RN AT B BBl A % o0 B L2 U AR, B3R U7k 2 Mo — i fa 2
WURHAE, RBEA 1290 2 A G B E M. 3T 45k, — S i) 7 TS B AN [5) 40 AR 36 T4 307 FME 8., 1
SCINet! il 4 R UGN\ 2 A 250K 51 7 SRR LR 517 41, I REF 6T R SRFERI 3R P HFAE. TimeMixer!'
I AT 22 RS R A SR TR AR . DLinear 758 5t 14 54 0 325 1tk 23 A R 4 A A R SRR S i
BRI TR, FR AR A R DE B T 2 A SR EUT AL R 8 13— 0 18 BB X TN 1 B, AR T [ 4k 1) A
AIE SR 45 K A DA SR 37 4E A DA S T 00 148 e B 5 g A Y

BFRf IR ), AT T AN T BRI R B (soft actor-critic, SAC)! R 22 4L AR A7 TN AE Y
HEZE (soft actor-critic-based multi-view workload forecasting, SAC-MWF). B 4, ¥t 7 — 4G L HI 2 vk, 8
T T 7 S N FH B AR M 22 AR RRAE 7 41, 8 RN R AR T B AR s SURRAE . IR, T 7 s O S5 )7
153 YN SR Bk T AR R 55 RS AR RIS RS, il 3R 2 WA RHALE, AR B SR B AMAE I TN 4 5. &5, R SAC B
& o FOR R, S 2 A0 A AR B T 45 SR IR A B A TR 45 2R 78 3 AN B4R st 25 IR Y, SAC-MWF fE
5 R T 22 AR P TR A B, AN 2 b 2 B Bk ) 4.

A EZ TR T

(1) #EH—AEE TR ST 2 WA CAE U N AR I HEZE SAC-MWF, i R AE 17 4140 2 5 3 S BLEE 73 T
FRT- LA BT P T 00 1

(2) TR —ANEET SAC B BIER BT v, FOIRFS 25 (R 25 7 50 1 1155 TR 22, 2 5h ok 000 T4 e T 14 32
TRz, RE R TR A A

(3) Wit —HEE PP FIR 7 i, H R WeE B 5 SO 1 BUR L.

(4) 75 3 NI BT 1)z 5856, 45 RAUEW] T SAC-MWF (A RE R

AL VIR BV E AR 775 5 5 B AR 56 2 A AL B IR IS SAC-MWF HESE 1 1.
33 T 2 H IS A TP AL TR, B 4 W R AT AU RUR R EE AR SR T ).

1 HEXIME

AR B INAE Az v 5 R B AR O, HOTE T ARG R R i . IR ST B 5 IR A A
BIFIEIX 3 KK,

L1 fEGERA 7%

TGRS 5 1% NG it SR BRI 22 LA 2% S BEAU N 3:, nZ2 ) B BR3P 158 (autoregressive integrated
moving average model, ARIMA). SZHF [ &AL (support vector machine, SVM) FIFEHLAR A (random forest, RF) &5, fff
FoN RIERIAIR T 2 3 TAE GO AL 1) 7 10 DA VR 2= S AT ) T000 1) 7. 914, Yang %6 N "R H T —Fhshas
2R [ VS TR P T 0000 4 G R TSI . Fang 25 A\ POSE I ARTMA T R 45 28 %5 905 75 R DL 3K 5 1 J5E S5% s A= k.
Chen 25 N BUR; FH38 H#2 I £% (recurrent neural network, RNN) Tl 2 ik 55 #% 49 TAF 7148, 363 7 RNN 7E/MEA
Yyt R AR G 1A 7 VR I HUHGE N B 7). Yang 2 N PR T — AN T3 A0 5010 10 T ASE 28 A58 et FFY AR 2 (1]
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f

A AL A, 0 B S 1 2 4R TE) P B A N B T R B 4 4E A 3 3 DA A SR 1 SE AL A 2K

SR V12 SRR AR T AE SR AT 2 2R 1 IR A, 1B 5 e T 17 B LSBT vk B o S =0 AR 4b, BRI R AN IE A
KIATRIMIAE 55 ). 2 b 38 2 SR A A5 Qb FRAR AR RHR, 17178 Kb PR o 24 BRI 5 52 4k B o s PR o) ), 4 G A 700 i
M BY 2B N 2 B AL T3 v R LA
12 REFIERFE

TR 2 YRR 7 v a0 S 2 1 A R D AT e A% G B 7 Yk B PR R . 7E - SRR SR Ty vk, R T
LSTM ) 75100 45 70 DR L1053 0 ek 2 A4 8 3l 9 6 10 R F S0 04 000 34 i 45 20 32 2 T ). 04, Gao 28 A POMi
LSTM FHI2 2 it o i B2 ) 2536 AR Ruan 25 A 7SR F B i) LSTM RS TN CPU FIlFH 2. S 4K, WE T
FH it — 0 N AR AE SR A B QR R 25 4. 1, Zeng 45 AU B T fRT 8045 20 DLinear A7 38 i #a 342
Ttk iR 5 e E M R TR Liu 25 N U2 H ) SCINet BEALUR FH A B R 51 0 5 2 5 R BRI 330
AR, Wang 25\ VIR H — R T 22 RURE Rl 04 B TR Y TimeMixer, 383 #4345 40 if 5 22 R A& 45
M TIN5 B S e 2 T &5

JE VRIS A YRR A T e i S A R AN S, A0 R DX 4% 0 2 A B A 2 o o 5000 4 5 38 KT R ek 43
T, 3 G BB 1 3 47 R FF A O, SRR ) T AR T AR B S Y BB R T AR TR K 2 A A R
BIGERIBETT, 3T FE IRHAE A R B RS 70 A% G B A Y 498 o 28300 LA 4 B 435 4 vt B [ A, i DA 2 TR 4H A DA
Sl TN A e B i P AR TR
1.3 REREGA

VRG S 77 v Bl A iR Y S R B S AR B AR A DL — DR A R T 1 R R R S SRR IR
Wit 7z —, W, Devi 2 A MHRE T —Fl ARIMA i A\ L %% (artificial neural network, ANN) [#7R SRR,
ok ARIMA Kb FRECHE (926 1, 10 ANN AbFEARZE 4 1 2. Patel 25 A\ 1 i3 CNN-LSTM R & 157, Fil
CNN 4R BUR #6475 [A454E J5 il 1t LSTM BE4T I T, Chen 28 A U15] N\ Savitzky-Golay I 583E47 0 - 18 Wikb
P, 2 JE A% H] CNN-BIiLSTM #5347 .

R AR R G AR T, RIE X 2 AR I 4 SR AT B . P IR AR B A T 4
B AR SEBRE 7 R, Saadallah 28 A P2 8 G310 5 SRk 2 ST LS AR (R S B, 72 HLAIF 7T, SRk 22 ST 15N
PERE BT 2 A A AR T (R ), R AS MUK R 1155 T 25 B B AR 20 1 T i b, 24 Jh B 50 P 2 A TR 7 43
N A TR R 22 HE AL Ve . s A ST AT DUl E 5 PR 1 28 L H 2 A SRR K i AR, FRAR PR IR SR ARk %
EF TR SRS, JHL B 7 P R 4 e B BT 4 R B 00 A B T A B A i R AR RS 2.

ARG BB IEAFAERE T U AR ). 5 B A 2 S AR B B oin < B8 3 v SRy, B ARG [ 5 1
S M3 DL ARE AR TS (1972 A0 B8 ). T K TR 4 A TR T 6 P A 2R i B, 5 K B A R RS S Y, X b 7 = R BB A TR 4R
JASE Y ) TN R A 6 b v, (B HE DAGRAE AR Y (138 1, ELAAE FE YR A I R Y Il A

2 WREI

0B 1 R, AR R — SO ST N A R AR AR AR B, B B R AE B B T 4 2R (i £) AE AN RIS 8] [X 8]
IR, AR BTN G AT AN [ 0 s P PN Y. 3 3 WY 22 A0 A AR 0 P 81 TN M 2 TR A7 42 T AMYE, 57 15
HRL A 2 A TN EE R, Revp it — IR THE R T 14 .

B2 R 1 IRAR S B (2R S0 20) RRAE AT (REZk) Rt de Tt (M € sii2k) MRS (AL task
2R) 3% 9 2P AT L. AT LA, AR IR B R VAT AR P B, TR0 7 91 T 2t B el 3 A s U
EMEREAE i e, 5 RSB 22 BOK. T8 23 RFAIE A B1IE I SE I 2 RE 6 S L SE AL TRINAE, 7£ — e REFE LR
KRR P 51 T £ 2.

F T BRI T LUK, 38 A JERFAE PP 4R B AR B R THE R 3R AE R A R . T AN R AR 51 A A
TIN5 SR 2 TR0 A A ELAMYE, T A E A T P T 2 SE N S K (i TS Y. SR i, LA 7 ik e LA 28R A SR
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AR A AR AE SR I R A DA RS AL, AR e R BT 18 (B2 L [ BN e 4 ) i 2 X B S s sl
HIIE R RE ST, T EER BUAR 32 R,

1

BRI !

1
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1

1
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1

|

1

FHESRH RS (2] S :

., ARSI EHUF 51 i :

FHBSMR St i
—_ . | PLSAE

X 1

7 TRBER S TRBER A2 - !

— i TRBE R REEFIRBW

it 5 !

[CEry S !

|

1

B e AT F T ZT R B T !

BT R 51 B X

P - FRBE A
— JRIAFE B B TR S5
0.09 | ZRHO B - R IIH
: - S 51 FA LS
0.08 | — SRR
0.07 |
= 0.06
3
& 0.05 X
0.04 L\ LN
0.03 |
0.02 |
0 10 20 30 40
I )25

B2 AL 5 T (S R rT AL

PRI, AT 2t e A 0 AL 1) o AR FSAS 26 R AT ELAME S B RFAE P 8105 2) ] 20 285 il 4 2 2 2 T
LR LA R A A0k IR 1), A SCHR ) SAC-MWF HEZR, S S 1 R MR AR et A M) e 22 LA R AL 41,
I FH A 27 3] SR BN ) 21 A 3 e AL ST 45 R I 3h A 2 A

3 ZUATIEAETUNERIESR SAC-MWF
3.1 [EEENX

4 AT I AR A X, W SR E FURAN T, R8I X, = (o, Xy x ) KPR e INZIEI P S 1, Hobx e R
TR X AE i 20 SAERAE. TS5 10 H PR IR Y f,, AL RERE I T 1 S 7 1 X, AR AROR H 0 BTN :

V= £5X) = 50 Frse s Perjorsee s Do} (1)
Hor, 9, FORE j TG K TR, H AT 0 Kb,
ot T 2 MR A AT 45, BERERUTN TS N F = (£, fou... furs Forb £, R m ARSI () TH00U R 85, My

il T AR R K. 2 AR R B B A 2 3] — LB S U o, B MR BEAT N AU 5 DLZE Rl TN
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Frensemble PSSy ANFERBAERLLE S j AT DK IALE RECN ), wl, HAESEE R — T 5 K b A E R EOR
N1

Iy M
f/tensemble _ ij % S-t'zw{n =1L w >0 @)

m Tt

3.2 SAC-MWF %#3i% it

SAC-MWF [] B A 72 i ik 40 e 42 R B2 Sfe S I 8 1 2 A S 3 . M2 DI 22 1 == AR S 38 1 v i
N, 181 22 PRI e 5 # 2E J5 vk AE BRARRAE 17 91, BB I S5 — AN SERE TR A . 2 AMRRAE TR BRI — /> SAC 7Y
P88 AT 224530 AT T B, B 465 o8 P ik et o000 A 7 AR5 A 000 A 5 A Bl — 2L 22 40 A TR, B JS ) SAC B33
of 22 W0 £ TR HEAT AN DA AR RS A 2 TR,

SAC-MWF [FIEEMR BRIt 3 BiToR, B B 3 AN E: O RRAEFF SR, B 3 A e 1 7 s & 11 26
ZANFIETF. @ 200 A TR AL, 36T 7 s 7 VRN 28 SRR A0 7 B )1 5 — AL U AR 70 A i 2 4L TR, © £
PR A TR T £ i, R SAC B0t 2240 A TRMELBEAT 42 A DA AR i 28 47 3 T 4L

’ Z 00 0 TR
HNFFIX -
FERTII R
X,
Lt T A WW o
E o8 =
REHE B i FEAERE5I FEHE TR AR FEETRIIE
R
A me
FEHEF B 20 A T AR R by Z A0 A TR 4 1

K3 SAC-MWF HEZE¥it

3.2.1 FHERFYIRE

S BB 1Y P R AT 22 W0 A TOUIMEL 10 B G BRI R AREAE 5 BT B 2 7 8 S AR K 11 L 3
T Ll P 4 HR ) SRR R 6 5 A T A BT LA SR ), S an i A T AR e T I S B AT T Ve A T FE N AR
CRORLRAE) . R 3 S (R (iR 2R AE ) AT E (i B8 (€0 ki ZRAEE) 110 1) . 3G IR IR, SAC-MWF R H
— YRR P 5 AL 5 3R AR S TR AE R A, DAAE R R 4 e 21 TN L A 3 TE R R 5 5 T A A S
it 5 Al AR B L 7 9, A A 5| AR R S R s 4 B A K

(1) By e

JEUUR 7 B A7 AE T 098 20 A9 5 1 i) O, 5800 R 000 i el LA o 0 A 3 2 e 34 A A 1) 2 B ) AT B2, AT
HH I R A SR T %o 1% o R, AR SO R Gt AR AT 4 R A B, 3 o A A6 A A N B s 1 2 o
G 5 ) e AR Ak A5 S, 45 A 7Y W o s b T A AR A P R AR I 21 SR L B S JE R T JRE R A FNME S MLP
R AE I3 ARG 785 B9 B 5 - O OB X b AT DA, ACER S 5 51 A T 7 Uk B R T A R
Ui PP 37 A
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040F E—TT N
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B4 TN IR AL HEysE A s K5 [E @AY R Fr 5145 B i 51 T 46 0] E
oL AE fi 7
K27 IR 7 AR ORI, oAz B B e S e AN e 51 07 3, 1 9 LR PP 47 o R AR A5 S
K 6 e 1 1 ¥ e P A AL I AR BN DD ST OA X = (x s ., o), SEATRIRR DN &, U 8 ) 1R P AR

Tnew ?‘\j:
T-1
T} @

E XA TEJEHIF N X = (01,32, s V1 1 32y BIEDN:

=1 .

—1,j=12,..., T

k J]

Yi= X 4)

1 it N T-1
%Zm:(j—l)kﬂxym l—]+T,j—1,2 ..... \‘TJ

Toew =T +

X, l:]+

IR 4E R Ak UAGEEE
K6 My st

(2) BRI

JE R Fr 4 b, 5 R B A00E FE U 5 8, X 645 B T e VR T 1E 8 PP 41 s, e Re i S 51, R & =T
PG X B AR 35 (R . DAk, A SCBTH IR B AR AL 5L FE 1) SR A e 3, 8 S A& R i 3.

K2 5 IR 2 7 VR R O e, 05 0585 o KA R SRR IR 4 7 S BE, SR Y LR PP 47 b 5 i 3 AR A AR SR 1Y
RBEAE R, IR KL RE i 3l ) SV B AU e S R 2 R R A B 7 . AN DI S N X = (o, xas
xr}, THKNA g, TERESFHEE N = |T/g), WA FEH L HF 514

G = {X(=1ygr1> Xi—1)ga2s -+ +» Xl i=1,2,..., N 5)

TR TE B o4, I N B R AA:

M; = max(G;) (6)
KT FRIRFFI Grem, FIFERUT 1IN B K AR
M e, = max(Gien) (7
REAFRIRE AR 51 X
Xuc ={M,M,,..., My, M} (®)

3) PP ke
JELUE 0 v 0 A A T BRI B /N, S BSOR AR A TN A e LA 7 5 R ) R ) JS2 3K 6 AR Ak, AT H B T 00 WA
R BEAS i . B S R LA, BARY i e 5 ToOIU R 7E T o 4 B A Ak i b 3R I R4, L% T 38 ek 2 1
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TRMATIAFAEAN R Dk — 20 3 B AR 2 37 JU6 e 51 v (R AN B 2, AR SO A6 e 81+ (14 4% s BEAT 4T A
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I SRR AT Y 22 (B 20 B D SR T PR ZE I PRI A R AT . B, X TSR X Sl
EAT 0 e CARE KRR, 671 B 3, xR S0 SR I FH B RA i /N AL, AT SBT3 A2 AR P2 B H 1.
K9 R TNy P SRR I L A

ALl = e =

JRYE 5] CACENE NCEN 2T
9 YRy SEF AR
BN L& HA X = {x0, X b, R T4 m, AR SIE R:

R= max(X) —min(X), max(X) # min(X) 9
) e max(X) = min(X) ®
Hoh, & RORM/NEE (40 107%), FIT- AL 3R ZE 8 0 B4, € SAHAE s AN 22 1E 7 51 D:
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si=(l+m), i=1,2,....,T-1 13)
WA Z A IE S E A TP 41 Xy TPITCE:
Xvg ={x],x5,..., Xy} (14)
s ) xwesi >0
x[—{ Xoi/s d, <0 i=12,..., T-1 (15)

(4) Y

INIFI Y PR R A M S 3R A PR LA DA R = S WA 0 ) e AR K, (G T2 2T 1 8 o =10 BHE 751
X1 R VAL 738 70 ROCRAT B 9 B2 TH AR Rl SR AR A P SRR KPR BE 77, AN SCRBETH T 12006 T s e 1) P ) e Ve L 74 7
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T BN E DR X = (0, X0 h, GG TR m, RAAAR 9)-AR (1) WA REE R, 2T
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F TR (s J5 175 DA BT B, ~EA8 7 41 TR 5 3 S5 HR VA e Ak B 1] 245 B8 i — 3.
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0.40

035 | BUSFAITINE

030 | — RSB
' — HSEE

o 025 1

=020
Fost
0.10 |
0.05 |

0 10 20 30 40
I} [ 25
Bl 12 “FRFFI5 R UG 550 T 2 SRt b
FHA% 7GR T I RR I R TR, J7 i IR IR 46 1 21 R A R B8 23 Jo 3R, FEH 5 41 S 3 T R BB A n 3
SLER KA 5 JE G P B SRR 4. B 13 IR TR SRS A A R R BN SRR R X = {x, x,
xr}, PR LR p, # LB K7 51 X, FlRF 5 X,

Xh = {xl,X2 ..... .xN} (17)
Xi = {Xr_nets Xr—Ni2s - o xr} (18)
XT3k 54, T B SME A IE — AN B N IIE RS
Krepeat = {H s -+ 1} (19)
[
KRN
1 &
H=y Z X (20)
FIME 55 B R E T B P72 E HPHE, 18 2R #2751 Xeg:
Xer = Xrepear U X1, X2, Xr-n) (21

JR 46 R 51 GAORRE LRz 2
K13 B e s

322 AU AL A

FHIE P SR i 5E i, 5 B 2 — LTINS Y DL 22 3] JR 48 1 B AR AIE e A A58 23 1 HE TR, Dy I 22 3 AT 55
FRALELAN. BT RGN T SN ZR— TR, FONBERE TS, XT38 AR 741, 7255751 b4 I 2k
NP, FROPRFHETTIR, SRR 81 S BCA N, 2 AT 575N P = {predictor,, predictor, ...,
predictory, ,1}. X580 MFIE T AR Y LT Ay

f/; = predictory(X;), X; € {Xug, Xuc, Xve, Xvc, Xcr} (22)
ZJE TR 2 AR TR BY 7 % TR 5 K 4R 2k
"= {l},l; ..... l; ..... ZZ’”“H} (23)

Horb, HODTRNE K, 1 RoR 5 1 MRBAESS j AT BB, i = 1 NIRRT, i = 2,3, N, + 1 XF
JS2ASAE TR ASE TR % AR 1 T ELRE P T U SRR 2 TUMEL, T 48 A PR ) 4 SRV D R R SR AT 55 v s A 2 2 0 e
ARSI —#B57

# JEBRHE 7 51 OB B UM G 5 1R € 4R M5 S, AL P A i g T ) W R A G BERRAIE
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572 HAFFIR 2026 F5F 37 AF 2 B

o, FRAR 7 ST PRI A (g sk, TR, A S IR AUZE MLP VR 4 AE AR R, MLP 8 A4S0 B 5 1551 |
AT DA A v TR VR A B, [ B LS5 M AR B, AR AR/ B RSB R B IR Y . XU T AN LR IR T T £ v
P, A 7B T RACE, & A B bRt

323 ZHATNAR R LR

AN TR B 22 R0 1y TOUASS R A0 B AN [+ 4 B AR A4S U, TR T 5 28 e v 00000 ) X R A7 2 5. R e A 7Y
A5 TR B8 R, 5 ZE R Rl 22 A0 TUNME. AR SCR D InALY 77 Ul 22 9040 OO, B 1% 8eit, nlig £ v3.
LRVER . BRI BR AL ST AT R

S8R B W BRI VR, EOTIEA TR B, BAE SR B e 22 R I/ NI B B R REIAS — 8 AR (H M RRAE
TRMMELE 7P BIRIR 223 K, 5 77 Zah S BB AR E R, %554 B RIUA, SRR A e, 1t
JEEE TR, IGREPGH, 0 DLAE — e FEE 2% =) 22 W0 A O 2 e £ TR 2 1] PR AR LR 11 O 2R . (B 2R P J2 0 HH (AL
HARYOE LR IEA, S EUES S E S ET %S R AE.

HE R RS A R IR (S 2 2 T SR BE, 76 BB R B Ak ik R BB . (BAE AR T, AEE N
SR B N Z S TNE 7 41 4R OGBS, 5 I T2 B L T 45 1. i A 2800 T 56 T 2 W0 A T (B0 A T
ORI T AR SR R, PRI B 52 20 A0 A T PR 22 ORI T, SRR S . SR BRI R SRR g — PR B
B IHFAES BArtnst, HARE T HADSE R i%, B 00U R (8] R0 B A ) 5

N, S0 S TE AR BRI I8 L RB IR B 4T (P4, 5-FI R EAR L, s8 A0 3] AR A
B 5 N S AR AL A R [ 1, T R SRR R I S S AR SR, TROMIASE 2 152 22 RO FROAE 255 Bk RS
BB AHARE. 5 HER ML, 5B ) R P AR, BSR4 8w, /g — AN IS K R PR
& WA TR P B DAL, T kA7 — R TR,

SR ST I8 I 7R 2R 22 LA A AN EE i HH SN, SR JLAE 2 47 R T3 S R T W A K ) A 1) e EE L)
VB2 R BIR B RAR TS, 225 T 75 AN IR0 ST 2 BB EE, 25 5 IR 448 B 1 1 S B0 AL 8. 2) 7 S i A A
BN, T SRBE A BE U7 (A0 PPO) 5 K& AC AR A REfaue U4k, fEUL T 7R, SAC FUk MR AMMLIEL S
B LR SRS L oM B AR B, B, SAC I 5] A\ 1E AL TRAE SRR AL AL HP P AT IR R S5 R, G B i L
WS R B, 1 S AR A 2 AR I e oG EE . LUK, L 2R SRR R M 0V A D7 58 38 B R B AT LRAE AT I
&5, Be A AR THEAR R AR, &4 B AR5 T /NI AR SE. thah, SAC [P s E o i {34 2 T Ab 3L B AT 41
22 T BB RIE 3R 9 R, e i8S i dt R AR 5L AR e . AT 8 P4 5K B (0 DDPG), 3X — T HE m 4 sh 1
2 i) F R I T R R

5— M (0805 ST 25 2800, A SOl Ty 7R AT 5 ke S0 FE R R 22 40 AR TRONAS BY 4R iRAT- 45
3231 # E

B [ B BE T T B AN 75 2R 1) AR RN T A5 K 3 B AT A 2 DA SE S 47 207 B i 3h A4 1 2) SCRrsh s
TR T AR A B 5. 76 SAC-MWF 1, BIER € SCHRA TR b SR AL = 4348, RISR 20T Softmax A&
FRALE R AL RARAE TR R AR N, TRINE DUK/NA H, W ¢ B2 Z0E a, 3 RE— (N, + 1)< H HERESL
[ &

it

a,={a",a?,..., a' %, aMmrHy 24)
b, o e R BN ¢ W 2SR i ANBRILESS j TG K ERIABUEE 23 5. 383 Softmax J2 564N FUN 5 K A BLEE 5 %
AT A4, AR E R w:

b expla’)
w,’ = TR (25)
S explat
k=1

P ARAE A OR R — T 20K 1) P A A 2 G 2 Z w/=1Haw>0.

i=1
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3232 R O&

ARZS 43 18] 75 RAL SN A7 3% SRR TRMAT A, 72 SAC-MWE 1 IRZS B 24 1 J7 s 3 O 5 b — I 20 3% B R T30 3
ZERE AL

s, ={X, L} (26)

Horb, PIsRE X, = (X, Xirirs oo X ) FRAESFORIO P B SUE B, SBALRZ MR L, = {17, ,) i - — B %)
TSI ORI, 17| N2 A TSR (R R 22 864, 1o A RO TR (1) B Ak i3 22
3233 EFhE

2l R B0 B U T R R L S T 1 i, (RN S R 2 ) S K AR e . BT B3R B BR, SAC-MWF
K387 1% 22 W R ALl R 4

1 H

=g 2 (s =iy’ @7)

Horht, vy, oy A gemsenvle Z3 5 BoR 3 j AN TR _EISCSHE S G2 BCRIIMEL, H 9T B 1R AR A ) $ 38 2
5 TR R B 2 5, SAC-MWF SE56 it Fl s 42 29 22 5 15— Ak b 3.
3234 WREFHEBE

IRSFER RBUE LT IBAEENE a, YEF T AR L. 78 SAC-MWF Hh, IRZS B 248 5 s i DA | — k2
O 22 20 A 77 S0 10 A B ST SR 85 B0 o (R A, TR/ AT S 22, JH i P B0 02 v 1) S - TR 22, 24
ENYE a, BB 5 B, ¢ B 220 10 S B AE 70 U000 i 60 o 58 25 th o 22 T . 7 25 A0 A T ASE 2 fy T 5% 2 A= R 2 AL A
TR B 0 . PRI, % T 0058 BORAS s, MBIE a,, R SEME— T — I ZPRZS 5,01

St = (X, L) (28)

Horb, T T X, = (X5 Xgans - X} WG TR T HI P 3REL, R Z TR L, = {17, 1) B ¢ I 0 55 B2 R 11
T A R AR W TIRESEE R P, 4 AU P ZPIRE S5 AR (28) —H i iR A 1, M 0:

1, sp1 = {X, L}

0, otherwise (29)

P(ser | s1,a,) = {

3 REATUMEEZIT
TESRA S IT 45, 50 BURIBAA NI N B ARERE IPRAE . afE. 2. T —IRELLLRBER. BT
5N, T CVETU R — B 2000 5 st T VA, IR UL e iR N — I 2R A R iz il i, A SO B —
B ZIEPRAS . BIE RhATA BT ZI PR S H R A I AFENZ LR H0. IR, 28— EA RS e 5, %k
B AIAF NG (128 12 17) BPATEEMFE. SAC-MWE PRI ZRit FR N 5032 1 Fiows.

&% 1. SAC-MWF Y|4 Fe.

SN BRI AL M, BRFKIE: Time, i 528 C1H/N: 7, BRNE KA H, JH— BT X = () x4 Xy
SAC W4 BB FR: iteration;

L. WIEEH SAC HRBE 2% mp LURIEIBOM D AMEM 25 5 H AR 2%
2. for epoch < 1 to M do
3. Ly« O; /W18 E—Re TR 2
S — @5 IRIIRA E— I ZIRES
a, — @; IR WENE ) &
ry — 03 /IHIAR 22l
for t «— T to Time — H do
X X o X e X )3 ARG ST

e R
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9. Y XX s Xy b R RRT E OO
10. 1", Y2 — MultiViewPredict(X;,Y,); /vt 5 22 WAL 5000 (A5 2%
11. — (X!, Lo}; /3 M AR
12. D « DU({(s,1,a,,1,,5,0)); ITFNEI
13. a, — mo(s,); 1EBUBIE
14. for j—0toH—1do
15. w{ = Softmax(a{ );
16. Pememi ) = S wlli) S SR
17. end for
18. I < CalcMSELoss(Y/,{ TP, Yersembleyy /715 £ pAt 2
19. roe1-1
20. if  mod iteration = 0 then
21. UpdateSAC(");
22. end if
23. Ly < {I", I}
24. Sic1 € S
25. end for
26. end for

4 SCIUTEE

AT ALIREARE . W7k B SH0E B LTS TR R, Bl JE X SAC-MWF BHT 2 TP,
4.1 LINRE

4.1.1

Hpatk

SRR A T Bl B A — A B TR I 200 SR X D R AT VRO, B 14 JBoR T 3 MEURER IR 4 T AR
TR, FEHR RV T

7000 F

6000 | 0 r
- 5000 o 40 -
& 4000 - =30+t
#3000 - =
5 000 | #2 20 -

1000 | 10 -

(R . n . A . 0k, . . . .
0 2000 4000 6000 800010000 0 2000 4000 6000 8000
] (s) B IA] (s)
(a) Azure2021 (b) Google2019

K14 SEIR KRR TAR SR

1400 F
1200 -
1000
800
600
400 +
200

0 2000 4000 6000 8000
] (s)
(c) SockShop

o AzureFunctionsInvocationTrace2021% (UL T fRii#R N Azure2021): iZ¥HE4EIC 3¢ T Microsoft Azure F1 Azure
Functions 8 A &4, 5% B 2021 45 1 A 31 BIFMEF AR ECRABEER. &30 0.125 s N [RIFESEA Hd, goit
A B 16 1D % P 82 2 0 8 R P I

o GoogleClusterData2019* (DL T &K 4 Google2019): iZ¥HE #1035 T Google Borg HHE I 1Y TAF Sk Hdig,
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o

f

87 2019 4F 5 H 8 A Borg HIn# T/ HIZATHME B A SO IFIE AR AR RAE B, LBRHF time F7%8H
0 %R, LA 1 s ARG G T P AL IE Sk 1 4.

o SockShop: FA1#E Kubernetes H£7 HP i & FHIR U 45 & 8t SockShop, F:1# H Prometheus Wi 8 Wi s . %
BRSNS RAEER P B SHEITY) 28 h PIEEFP1E SR EL (requests per second, RPS) il AX30H RPS 1EH
AR T S AT 55

BRI 6:2:2 HLBIRISIIGREE . BRUEAR S5 AR, Hdd 18— R BUE B 2 [0, 1] X ]

412 XfHuREA

AT TS SAC-MWF A5 3501, AL 9 AR MR 7 TR B R A B4 732, A8 3 SRR Gl 3 il
158, 3 2K Transformer ZERIARTL AT 3 237 7Y,

® BiLSTM: —Fi etk ) LSTM ZEH4, e X0 ] 7145 445 44) [R] I 4 35 3 371 RO i ) 5 e ) 445 6 3.

o GRU: f#jfk, LSTM 4544, i83d 50815 8 | 1 P KA e 2.

o TCNP™: B6T- (R R BB 59 7k 5 B HUK I FEARRAE, 388 5o ik 23 Bz 180 ik 2 W9 4 A e k.

o Crossformer™: 5 RRE B AL, fil & S A I RDRLEE FORFIE R 7R, SIAK 22 4) W I e B i

o Informer"”: SR FH R BRE & /75 MEZ R AL HEME AL Transformer.

o iTransformer”®; Informer [ AE i AR AR, 3 I RS MR S 2 RIS AE RS B B S HLH.

o SCINet'"™): 3T A A o0 5 B A5 B BB, SEI 20 RUBE IS PR A Al 5 A

o TimeMixer''": 45 A ta¥ /iR 5 20 KN MLP 2844, 3815 38 18- I ) 8 A5 3R VR0 R Al 2k MR I e G k.

e DLinear!' " 47 51| 3l il dh 55k 2 oy &, 43 i it 2R 1 J2 g ot
413 ZHWE

FATHE PyTorch 2.1.2 *F-& _E{#i [} Python 3.10 523 7 SAC-MWF fAIHELE 552863085, BASHEIE 1
FR. SERGILUCHE 4 APy s d O - D45, 2000008 12-4 24-8. 48-16 F1 96-48.

®1 HHSUHRE

FeAy ZH
LAY learning_rate=0.003, weight decay=0, 0001, dropout=0.1
SAC learning_rate=0.001, soft_update_param=0.005, entropy_coefficient=0.1
BiLSTM hidden_size=256, num_layers=2
GRU hidden_size=256, num_layers=2
TCN levels=2, kernel_size=3, hidden_units_per_layer=1
Crossformer enc_in=1, seg_len=12, win_size=2, nheads=2, d_model=128, d_ff=64, factors=5
Informer enc_in=1, nheads=2, d_model=128, d_ff=512, factors=5, e layers=2
iTransformer nheads=2, d_model=128, d_ff=512, e layers=2
SCINet hidden_size=64, num_stacks=2, num_levels=2, kernel size=3
TimeMixer d_model=128, d_ff=64, down_sampling window=3, moving_avg=4
DLinear moving_avg=5, enc_in=1

4.1.4 PPE$ERR
AR TR E (MSE) VE NS TEAR, it &A= N:
1.
MSE =+ Z =y (30)
Hor, NOAREAREE, 9 Fy, S A% B 1B ZI0 i TRME -5 3 S2{A.
42 BHIMEEXE

¥ SAC-MWF HE4E 5 9 DML 43 4L, 75 3 A LA FORBER & LT I0E. £ 2-38 5 IRIREAR T 44
DI s F-TNE D ALA R, S ATE R SAC-MWF R J5 (1) MSE Xf Lt (& 2—3& 5 " AR R R B R 45 ).
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2 PIEEO=12, HNE =4 K, TN5E K MSE

HAFFIR 2026 55 37 A% 2

K3 PJIEE =24, T E =8 B, % MSE

P e
FAY TiH it TiH
Azure2021 Google2019 SockShop Azure2021 Google2019 SockShop

BILSTM Xt b v 0.238 0.497 0.325 BiLSTM Xt L v 0.239 0.522 0.336
! SAC-MWF  0.105 0.491 0.314 ! SAC-MWF  0.170 0.475 0.313
GRU Xt b v 0.129 0.501 0.364 GRU PR WARE 0.166 0.524 0.481
SAC-MWF  0.105 0.492 0.314 SAC-MWF  0.152 0.478 0.336
TON Xt b v 0.126 0.510 0.361 TCN PR WAREA 0.167 0.556 0.416
SAC-MWF  0.105 0.497 0.314 SAC-MWF  0.147 0.536 0.319
Crossh Xt b v 0.189 0.559 0.397 Crossh Xt L v 0.265 0.535 0.414
TOSSIOMMEr g AC_MWF  0.116 0.517 0.313 TOSSIOMMEr g AC-MWE  0.172 0.476 0.326
Inf Xt b v 0.155 0.632 0.332 Inf Xt LT i 0.174 0.550 0.322
Mormer g AC-MWF  0.094 0.500 0.319 plormer g AC.MWF  0.156 0.539 0.266
Transh Xt b v 0.131 0.516 0.305 .- Xt L i 0.177 0.573 0.311
HIransiormer g, c . MWFE  0.104 0.509 0.304 1 Tanslormer g o c MwF  0.170 0.535 0.302
Xt b v 0.139 0.563 0.339 Xt L i 0.159 0.699 0.368
SCINet  gAC.MWF  0.105 0.519 0.312 SCINet  SAC-MWF  0.142 0.558 0.303
TimeMi Xt b v 0.130 0.508 0.357 TimeMi Xt L i 0.162 0.534 0.370
IMEVIXET SAC-MWF  0.105 0.499 0.310 MEVIXET SAC-MWE  0.144 0.526 0.340
DLi X7 0.132 0.541 0.357 DL XTI 0.161 0.534 0.413
near  SAC-MWF  0.105 0.522 0.314 mnear SAC-MWF  0.146 0.479 0.218

K4 JIE =48, T E =16 B, FMIE K MSE

K5 PJIEE =96, T E =48 K], T K MSE

Xt b e
g ” Hm e
LS " T -
Azure2021 Google2019 SockShop Azure2021 Google2019 SockShop

i Xt L7 0.238 0.569 0.335 . Xt L i 0.241 0.678 0.299
BiLSTM g, c.MWF  0.180 0.552 0.219 BILSTM  gAc-MWF  0.196 0.657 0.210
P Xt b T v 0.183 0.568 0.429 GRU Xt L i 0.229 0.673 0.328
SAC-MWF  0.176 0.560 0.244 SAC-MWF  0.196 0.660 0.221
TCN X 0192 0.591 0.194 TON WETTE 0229 0.731 0.164
SAC-MWF  0.176 0.584 0.186 SAC-MWEF  0.202 0.678 0.181
P XHeE 0242 0.662 0.370 Crossh xeriE 0231 0.760 0.273
TOSSIOMMET g AC.MWF  0.181 0.593 0.220 TOSSIONMEr g Ac.MWF 0213 0.680 0.212
Infe XEeriE 0211 0.591 0.322 Inf WETTE 0.228 0.787 0.574
normer g AC-MWF  0.185 0.562 0.212 nlormer ™ g AC.MWF 0208 0.678 0.205
Transf: PRI BT S 0.228 0.653 0.144 o PR RS 0.286 0.771 0.150
1Lranslormer g\ MWE  0.178 0.595 0.185 HLIanstormer g, c MWE  0.206 0.681 0.161
SCINet PRI BT S 0.204 0.666 0.231 i PR RYS 0.223 0.774 0.200
% SAC-MWF  0.176 0.597 0.184 e SAC-MWF  0.202 0.680 0.198
TimeMi PSRRI RS 0.195 0.579 0.165 i PRI RS 0.247 0.699 0.156
IMEVIXET  SAC-MWF  0.177 0.559 0.185 IMEVIXET GAC-MWE  0.197 0.685 0.188
DLi PSRRI RS 0.193 0.580 0.187 DLi Xt b ik 0.223 0.697 0.167
e SAC-MWF  0.176 0.559 0.185 e SAC-MWFE  0.196 0.678 0.194

RARSKE, SAC-MWF REMS A R PRARFE L T 1) MSE. WIREIIL MK H , SAC-MWE fE N 9 ANwot EU AR T 35 sk~
¥ 4.6%-21.7% W) MSE 1&F+. 12T T A B 4045 Informer. Crossformer Al BILSTM, ~F- 3342 FH i & ¥ i
18.6%. HF+HH 2B A FE GRU SCINet 1 DLinear, “FH3&TH1E & 7 10.5%-14.5%. SAC-MWF %} TimeMixer
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f

TCN Al iTransformer [FJ32 118 XN, B RIFEA 4.6%—7.8%. MEIEEN A1IEHE, SAC-MWF 7E Azure2021 %
PR LI RO i B B AR T AR AR, AR AR B BN B, BORARAE . 7E Google2019 ##E4E |, SAC-MWF
[ERE R — 5 B3 T, (BRI B (K F Azure2021. i E SockShop $(#E4E I, SAC-MWF ) MSE $EF+1EFE I )
R, TEFB A SEBe  F L T SUR T, TN B CVROR HLASCHE £ 8 s BRI ZU I, TR B Y MILP A58 5 LA TS 43 Tl SRR
HEFP M5 B, X 2 G A FE 7 5 TRIIME R 2 50K, HEBORTRINE DO R AR A 2 1) 5 3l fE 2 R 5K, 4 580
SIAERE T, R R 2335 T R SAC-MWF SR ZE 38 .

4.3 SHRASLLE

43.1 FHEFFIMEITE

VA SR 7 SR 7 VR AU, AR SCTE 3 AR AR ATV AL, 164 BILSTM. Informer 1 DLinear
PR FERETRIMBERY, ¥ B P 5 1 96, TRINES 11 48, FA 18T LA T Seih 4l &

® SAC-MWF: 5% [ 51 F TR EE BAESE, 08 B SR LA 50 N7 51 A A SR AIE /7 41,

® w/o Origin: KFRFEIHTNTH, TR A HRHET 1.

o w/o VC: FERMNANIRAEFFE 751, P 51 B a4 N T 51 A0 L At R E P 471

o w/o VE: BFRINHY JRFHIETF, £8 B SR 4G5\ 5 51 I AAFE 751

o w/o HC: 25 bR [l 4R RRAE 17 41, £ B R i N 5 AN L A RS 1E P 271

o w/o HE: LM 4 JRRHIEF 51, U8 B SR AR 4\ F 51 R L ABRFE 5 51).

o w/o CR: L IHE P AE KL P41, R B TR AR N 5 41 Al L ABREAE 5 51,

REAIE P 51 ) 3 S W Y R S 56 5 R 5 SC I 1S . T DU, SE %R SAC-MWF 7E 4 #i st G40 & NI 7
ARH) MSE %2, 16 Azure2021 $i4E b, 21K MSE 224 BT N{EAI ST, 7F Google2019 #idid: |, LA
Informer 1 DLinear JyJEAth TR B (1) 25 fA (K] MSE R 22 BN B2 . {BAE L) BiLSTM B Al TR AL, w/o HE 28
PRI MSE 5 2238 IR B2 45 K. #E SockShop $i# 4 I, %4k MSE M 28K, HAELL BILSTM f! DLinear A2
T FRI A BLE, w/o HE 2R MSE 1% 22 I3 W i T 3B 4. btk ml UL, JR4E PP S 0 SRR 0E 17 51 3507 Bh T3 TSR AR
AT TN A B, T A 0 R AR )F 51 (HE) X T AU LE Google2019 Fl1 SockShop 553 21 AH % il 2L i £ |
TR B A
432 LR

HHIE SAC BIEFEA1EN SAC-MWF MIEERUENE, ASCE—1EH T PPO Bik. HERT). NELHEE
TSI VE st b B L. 5286 DL BILSTM.  Crossformer. SCINet {E N FEREIR A 7E 4256 3 MR EE FIT s,
4% 96-48 F1 24-8 HHLH G S 7 -0 7 R

F 6 JBR T TINE 11 48 AN [RISE SR I T % 22, 75 B AT s34 A o, BL SAC SRR IR, 42 i Al
(1) MSE /5. Azure2021 B3R BRI B8 /IN, BB AN RIS 2D 1) S FEE A o 50 AEK, DRI T A ) 8 R RV RO T R 22 5
FZIE. TTE Google2019 R EEF SockShop HHEAE I, a2l AR K, B RS 1 25 20 Mk P AR B3, PRtk
AN TRV B BRI 2 I (R TR0 5% 22 22 BRI K. B0k, HVER ) IR e 2, JuF R AE Google2019-BiLSTM.
SockShop-BiLSTM # SockShop-Crossformer iX 3 ANSEIRZH & [ W3 m T HAMSE B L. WS L6V ZAE Azure2021
FI SockShop ##i 5 ERIRF5, K¢ Al 2 1E SockShop #i# 5 b, HH iR Z AKX T SAC. T34 e i B 11 B2 ik
J7 IR I A A, BEAS 2 R 2 H S0 1 H B 000 5 2 3k K1 1) A, (BB E VR RN RS R 5 R DL — D IR R
R, SAC 1 PPO VE M FlsmAk, 2 ST 82 L IRAE Azure2021 _E (RN % 22+ 20 3230 H UK. (B R 1E B 23R 4
b, PPO S IR IR AT B R %, (X LR B 2 10 B VE B WL g 4 — s, (B 5 25 1 o fd 8 e B9t R AE B
PATE453 5, SAC VLTG0 R4 Rk BE I 2 Fae V¥t T HoAth o7 vk,

F 7R T I ORNA 8 I A [ B R I TR 2. 5 I T 1 48 IR, AR (R HE R T
ZEZEPEA BTk, BAR SAC TIARTE BT SL 863 5 P IS T S R TN i 22, (HR RN VR A LI A L 22 B/ B Aok
B, BERE IR RIS 2 L. 2o B AE S 7E A B TR R (R R I 5%, 76 Azure2021 4R 4E [ ISR IEE
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H T, 1B1E Google2019 - [RIA ATt Ft. PPO FILLE 1% 5 T FAEA BT, Rl /278 Google2019 % #i4E
I, 5 SAC Bk T R 2 5 N . A T B RN, SR A S B B 1 25 TADRDIR 25 25 1) 4 AR X B /DN, 2 30 A
PETEAR, R SAC 1EAEREL IR A ARG,

0.5

04

%

03

o
A

0.2 ¢

MSE4

0.1

— SAC-MWF — w/o HC
w/o Origin — w/o HE
w/o VC

— w/o VE

— w/o CR

(a) Azure2021-BiLSTM

%

o
A

MSE4

0.6

— SAC-MWF — w/o HC
w/o Origin = w/o HE
w/o VC — w/o CR

— w/o VE

(d) Google2019-BiLSTM

0.5
0.4

MSE51%%:

— SAC-MWF — w/o HC
w/o Origin — w/o HE
w/o VC — w/o CR

— w/o VE

(g) SockShop-BiLSTM

0.5
0.4

ES

0.3

-
i

0.2

MSE#!

0.1
0

1.2
1.0
0.8

%

o
I

MSE#

0.5
0.4

#
= 0.3

MSE:

K15

— SAC-MWF — w/o HC
L w/o Origin  — w/o HE

w/o VC
— w/o VE

— w/o CR

(b) Azure2021-Informer

i — SAC-MWF — w/o HC
w/o Origin — w/o HE
w/o VC — w/o CR
L — w/o VE

(e) Google2019-Informer

— SAC-MWF — w/o HC
+ w/o Origin  — w/o HE
w/o VC — w/o CR

— w/o VE

(h) SockShop-Informer

IRFAIE e B0 K S SR i ik S B

0.5
0.4

%

0.3

o
i

MSE4

2.00
1.75
1.50
= 1.25
1.00

%

=
1.

MSE#

0.50
0.25

0.6
0.5
0.4

MSE#5 %%

0.75 ¢

— SAC-MWF — w/o HC
L w/o Origin — w/o HE

w/o VC — w/o CR
— w/o VE

(¢) Azure2021-DLinear

w/o VC
+ — w/o VE

(f) Google2019-DLinear

— SAC-MWF — w/o HC
w/o Origin = w/o HE
— w/o CR

— SAC-MWF — w/o HC
w/o Origin — w/o HE
w/o VC — w/o CR

— w/o VE

(i) SockShop-DLinear

F 6  JIPE =96, T H H=48 i), RNIFILE R 1E TR K MSE St

Fk Azure2021 Google2019 SockShop
BiLSTM  Crossformer  SCINet BIiLSTM  Crossformer  SCINet BiLSTM  Crossformer  SCINet
SAC 0.179 0.216 0.217 0.568 0.686 0.678 0.218 0.209 0.185
PPO 0.183 0.234 0.227 0.709 0.705 0.712 0.234 0.228 0.224
EREN=w] 0.231 0.233 0.263 0.694 0.790 0.726 0.439 0.582 0.342
LR 0.229 0.225 0.228 0.691 0.698 0.695 0.224 0.215 0.194
P 0216 0.222 0.238 0.698 0.699 0.694 0.231 0.227 0218
® 7T PIHRE =24, TIE D=8 B, AR K T2 TR K MSE XL
Jr ik : Azure2021 . Google2019 : SockShop
BiLSTM  Crossformer  SCINet BILSTM  Crossformer  SCINet BiLSTM  Crossformer  SCINet
SAC 0.156 0.154 0.151 0.541 0.540 0.559 0.294 0.290 0.289
PPO 0.160 0.162 0.153 0.562 0.547 0.576 0.322 0.321 0.321
EREN=W] 0.167 0.177 0.178 0.625 0.632 0.645 0.361 0.364 0.362
et = 0.179 0.179 0.173 0.542 0.539 0.561 0.298 0.312 0.294
P 0.189 0.183 0.180 0.553 0.559 0.564 0.313 0.308 0316
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433 Sofimax =

it — BRI Softmax EWIFEMA, A SCEPFAFR 9 /ANXFHUBLAYTE 3 AN AR BT R Seat. B P s 1
R 96, TN 11 48, F2H 5256 73551 ¥ B AL Softmax FAAEFH Softmax W20 31T X . S2at 4 Ran & 16 Fiow.
A LAE tH, BBk Softmax JZH] SAC-MWF T iR 22 0. & 3G . E S ad #E v, S Softmax J2 Geds & — TP K
R B 24 U 2 SR PR 22 A AR TN AR Y (Y TRNME AR (B < 18], BN Softmax JZ#EAT AL BE, SAC SVETE L
FRANVEN IR T Z AR HEGH, BIE Sy B — R o B AR e B, A 2 3 AR RS SR R ZUEL Bl T AE 22 B% Sofimax
J2 )5, SAC BE TR EUEM AR — MR 73 FU AL E R4, X /2 i F 3L 27 = S8 BRI 55, TR ML LA R
EEATA L

BiLSTM RO 0957 BiLSTM [EELO6T 305 BiLSTM [ER.0210 0976
GRU [0S 1.075 GRU [0 2744 GRU [Em022 1.287
TN |G 1.148 TCN [EEmOCTS 3338 TCN S 1.269
Crossformer [HEm0213 0.925 Crossformer [Fm.0:680 3.119 Crossformer 22 1.144
Informer [FEIRC208 1.260 Informer PEEM.0.078 4565 Informer 2205 1.081
iTransformer [EE0:200 1.298 iTransformer L0081 3.176 iTransformer Sl 0.981
SCINet 0202 1.461 SCINet [FEL0.080 2372 SCINet SloR 0.953
TimeMixer [FEm01%7 1075 TimeMixer L0085 3.669 TimeMixer 0188 1343
9
DLincar [F.%:19 0.903 DLincar [ 0-678 3.477 DLincar 0194 1309
0 0.50 1.00 1.50 2.00 0 1 2 3 4 5 6 0 0.5 1.0 1.5 2.0 2.5
MSE#R MSE# % MSEf %
(a) Azure2021 (b) Google2019 (c) SockShop

= f§i [ Softmax == AMEH] Softimax
K 16  Softmax JZ 7L

4.4 FHERFFWRE G EES M

S HE— 25 B S REAE 5 41 K v 7 VR S 0 B B, AN SC L iTransformer SRRl T 7E Google2019
B AT SR, SR AR S AR BT LU py BT AR AIRE & RO 45 T m.

(1) T 1]~ 72 Lol p: A6 1] ST EL A3l s e g 1) S 8% 5 21 b DR BRI L b e B BE . B S 808 K, 46 7 51 3R
PR IR I K, RIS BRI, S50 p RN 1, X R0 R 46 7 51 8 4 o 5K (A 7 4. S 36 H ik B
)72 L5 3280 p 5 0.1, 1] X 6] A BL 0.1 Ay ) Fe e HE.

(2) MY A N [RIRE &: RTI4TN (] B s i T 9 e e 9 R e K S B S 8808 0K, i\ R B g
WD, REE T 50 5 A6 PP B BT . A 78 7 BRr 4 N s 50 AR o7 5 Ko A 25 0 o e P B T, S0 vh i A el B
JERRNIRIRG S H k B N 1, S RONFFIK E R — 2, BUE RS A 1. RUE AN SEE e/ N 2, S KON UG 7 FHC B

Q) Ay 4EH T m: Py G R TRy BT SR RIS LE 75 AR E A . BB S
TR, GhIm 9 e 5 Hh R AR 3 432 5t ) W A e A7) v PR WA ) B D A X DAy i S 2 5 S 1) WE(IE S R
J7 5 - BRI 5 M A 0 T v e, S b B LA 46 R T m 7E 0.1, 0.8] XTAIPY L 0.1 (Rl FRik 5.

LY R K 17 B, WTLLE W, AAFER N SEE D-TNE DA E R, £S5 SAC-MWF (I A B A
). TR 182 Ll p, B S 408 K, SAC-MWF 117 2 84k 2 B8 I 5 080 84 35 78 12-4 F1 96-48
PASEIEH, p o 1.0 B, SAC-MWF [ TIN5 22 B KK, by o oz 58 FH AR 5 43 2 310 S5 (R 300487 B A Do i 1) P A%
FERF ). AL 24-8 Al 48-16 PR S50+, SAC-MWF 1£ p 4 0.1 By B/ S AR Pl = 22 . A ) 7% (1) B B b AR 56
VTR T 53 90 S5 AR A 5 100, 4 p BN, B N RRE TR AR B 1) 46 e SIS R 22, T AR AE T0I (i W] LATE
AN SR 2 T 45 SR BT HE T, $2TH38 2 T8 K LR T HERA B2 17124 p BOKKET, SN REAE 7 Z R (A
751, WG FRRHAE TUNME R 58 45 250108 1 Bk T e R AR (00 . R PR O T, A e P SR 35 e
BT A T TN A

TRy AR N B &, &SI A A AN FE RS EORE. 7F 12-4 F1 96-48 I A+, SAC-MWF fE k N
5 AR IR 22, T 24-8 LI, SAC-MWF TE k4 3 BT EUS IR AR 2. 1M 7E 48-16 SLIRZHH, k24 4 B SAC-
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MWF U RARIR 2. BARRE, Bk 12-4 SCIG 4140, BEE ARG & 938K, SAC-MWF [Tl iR 2 2 IS 1/ 5
FEINEI AR S, HAEFAT 4k SAC-MWF [T 1R 22 SR A1k, A4 A\ (IR & BN, FRAE 7 SRS T IR AR P 219 it
B, RFAE TN A S AE BTN P A b 45 S T 28 2R, (5L [R] I B S 9 H AR PP K BN RIRZE. T 4R A
[EVRR & ORI, REAEFF A1) 5 S54GRS (R, £35S0 it AN B S, P RS 2R ) 00 4 o P2 S T B

0518 F 05625 F 0.595 | 0730 F
g 0516 1 035731 44 0.590 ®omol
o B 05525 = L
80514 - 2 & 0585 g
= = 05475 = 0.710 |
0.512 0.580 |
0.5425
1 1 1 1 1 L L L L 0575 1 1 1 1 1 1 1 1 1
01 03 05 07 09 01 03 05 07 09 01 03 05 07 09 01 03 05 07 09
BT el (o) PR B (p) PR LB (p) MR L] (p)
(a) PR LLH] p (12-4) (b) “FAZLLB p (24-8) (c) ‘PR L p (48-16) (d) PR LLBI p (96-48)
0.5275 0.590 F 0.7150F
0.555 |
05225} e 0550 | " 03851 & 0T100F
o K 0,545 | zx 0.580 | B2
i 05175¢ i 0 & 070501
g L0540 L0575 | <
05125+ 0535 1 Mo i 0.7000 |
050750 1+ t 0.530 |, L AR P . . . . ,
1 2 3 4 5 6 1 3 5 7 9 1 15 9 13 17 21 111 21 31 41
[EAGEPNEN RG] LGN EN)] ARE PN EN)] [EAGE PN EN)]
(e) flNIHIRG & (12-4) () N IFIRE & (24-8) () AN k (48-16) (h) HEAIAIRE & (96-48)
or 13
5L 35 18
2ar Bost Tl Bt
D 3l i Q iy
| 2 s} St Sool
1}F
. 0.5 £ t . 0.6 | : . 0.7 : .
01 03 05 07 01 03 05 07 01 03 05 07 01 03 05 07
EARE S CSER)] A T (m) A T (m) A T (m)
() ¥ 46EF m (12-4) G) 4T m (24-8) (k) i F T m (48-16) ) F 4T m (96-48)

K17 RS S sk s

XTI 46 KT m, BEAARCKRE , SAC-MWF F TGN Z b & S 408 K sgn. 75 12-4. 24-8 F1 48-16 iX 3 4~
SEHEH, MY 4T m N 0.1 B, SAC-MWF FI TR Z & K. TMiTE 96-48 LI+, 2 m N 0.5 i, SAC-MWF
0 TN 5% 22 A1 A TR0 440 SR AR 25002 510 77 28 I s ek 3 21 (388 ek b 34 AR AR BE . U300 m BRI, DA 113 4
papra sl s 2N R T E N B s 27 Vi am Byl E AT N L s @ b L AR NI S 27 e & 3P
WY G5 KT m BB 0.7 Fe UL R, SAC-MWF f{ T % 22 8 0 5. 2. 76 IR 3% A& S5 m B, iy
G575 AT LA 305 A AR G U 31 A K O 5, AT 384 SR AR 1 T .

4.5 BIE)FFEHSEI

NFS I SAC-MWF ¥ [H]HF4H, AR SCR LG T 9 MR TVETE & HdR 48 1S H SAC-MWF Hil )5, /MR
(11459 1| 25 s [0 R0 B YRR B ). 386 7 Sk 7 11 96, T 2 11y 48.

8 JEAR T U GRI R o 530 43 10 P 2 B 1) A, L o St 2 7 S Tt TU A 284 f 11 B 1), AR AE 267 4 R AIE
TRIELAL I ZRET F], SRR SAC B BEAR HIUIZRET ). G5 RKE, B4R RS- =) 5 U VI 2R TR 386 in b 7 7]
B2V . 5T IERE TR AE A ER 43, DLinear. TCN Z524% S AR AU (I 2k (0] 8856, 135 T Transformer 45 #) 452
#4 Crossformer F1 Informer )~ #J I ZriF1E] 551, SCINet JETHi S 45 M) 35 B, HIZRis 8] B RAR 1. 3 F4F4E
Fe AU TSRS, T SAC-MWF [FURFAE S HUR FH 167 5 X 802 T B, T OIS 2 Sy 002 MILP, PR g B[R] R4 LIS,
S S A TR AR TR B AR I PR AT U2 0.13 5. X T SAC B2 RRER 4y, LR 18] T4 3 B R AL R R TR . SAC
SER TN 25 BE 4. 45538 0 W BEAL A n] LA HY, S~ 24 3 e 1) 4 K I 25 AR B4 40 Crossformer. SCINet
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%, SAC FIERINZRE FE RS, TxtT TCN S5 B R B, SAC MUV E . BEARCRE, SAC [ ERIR
IERI T /37 1.2-2.0 s, 5 T DLinear 82 E AR {HY5 Crossformer. SCINet &5 = 45 A AH LL Il 25 8]
B, DA N SAC-MWEF FEAN 2 i i I 20 B 18] f4) g 48 .

8 BIRGE T I IIZRIN XS EE (5)

Hom Azure2021 Google2019 SockShop
Hefith HHE 307 HeAilh RHE ERHL HEAilh RHE ERHL
BiLSTM 2.51 2.02 2.23 1.81 2.10 1.73
GRU 0.81 1.22 0.71 1.16 0.67 1.14
TCN 0.49 1.33 0.41 1.14 0.38 1.03
Informer 3.01 2.08 2.67 1.88 2.49 1.83
Crossformer 5.75 0.15 3.47 5.12 0.13 2.83 4.73 0.13 2.93
iTransformer 0.98 1.63 0.87 1.33 0.82 1.26
DLinear 0.19 1.57 0.17 1.08 0.16 1.33
TimeMixer 1.54 1.65 1.37 1.44 1.27 1.42
SCINet 3.05 2.30 2.70 1.84 2.51 1.82

H 9 SBALEEHE R A B (ms)

pom Azure2021 Google2019 SockShop
JEAl FHE L0 JEAl HFHAE £ JEA FHE £S5
BIiLSTM 13.96 1.68 9.24 2.98 13.48 1.22
GRU 2.99 2.61 2.99 2.99 2.36 2.30
TCN 1.00 3.60 1.00 3.07 1.00 3.09
Informer 11.81 1.56 10.76 2.28 11.27 2.36
Crossformer 17.58 1.38 5.85 19.43 1.64 4.83 17.38 1.32 6.06
iTransformer 2.99 2.61 2.99 2.48 2.99 3.66
DLinear 1.01 1.60 1.00 3.34 1.00 2.47
TimeMixer 6.97 1.62 4.99 2.34 6.31 1.72
SCINet 6.30 2.81 5.99 3.34 7.28 3.37

# 9 BN T SAC-MWF H & 343 1) ST 5 B I HE PR I [, JH rh A 2 7S 5 R ity ot DU AS 7Y B 1 380 ) I (), AR AE
FETR A R AR TR ASE ) B VR HE R (1) BRI T, ZE R AN SAC S BRI 22 10 A TI0MIASE 28 o) & SR 1) A= B i 24 i
W25 R R FFERS. N5 K, TCN. DLinear 2542 S A5 70 1) 10k B[R AR B R, SR RHEER I ()44 1 ms.
FEF Transformer [ % Crossformer 1 Informer )5 CHEFRFERT £, 3814 T 10 ms. SAC-MWEF 4= #4511E Tl
TSI () B YR S ER I () FI 2058 1.4 ms, FLB (A P44 5 TCON 2552 5 J AR T AH 2. B2 Bl A 20308 20 0 B 0 4 340 B [
A 1.2-6.1 ms, 5 9 AT LUAR Y (1 HESR B [ AH LU AL T &5 7K1, e 2 K 5 SCINet SR i S5 R4 AH 2. BRI,
SAC-MWF 7E SZIL TN vHEAff B 4 0 (R ), v B R e Ak T R v AP

5 B 4

i3 2 A AR IO SRR AE DU SR AR A S A SR AE 71 CPOIE NI — il RO S, 3 1A [FIRFIE P 81 A2 A 73
IG5 R 2 18 A7 AE ELAME, TR A0 ELAME AT R g SE R A PR SR, A 59 K 2 SR A [ AL 25 R AT AR I
B, ARMERAS RN PR S A DR, ASCHR Y T — AN T SAC Y2 LA AR ORI R BHER. SAC-MWF, il it
AR AL Py 1 Ky S 5 Bl A5 A 23 FE SRS, A R T T 2 ik e R 11 7 3 TN HE 1 2. SAC-MWF i3 A8 17 97
JRAEH AR M B 2 MR AL T 81, A RS PR OGRS IR E IR . WS AP AME B T SAC AN
R I T SR JU) g e AE A 37 R B AS SRR T R AR R 5. A, HEZRAE T SRR S T v A B A S
RIS, i B ACRAE IR 2R 5 2 2 ) ZRATLA Ao L i S 4 b 2 H AR It S AE 3 A TAR iR &R b
HEAT SEUGIIE, SAC-MWEF R AN [ 3 2 A5 70 F) F00 38 22 1S4 BERAIR 4.6%—21.7%, 1T IR [ T4 9350 S5t 25 1 .
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A SAC-MWF ({43 REAT SIS0 IE, (HHAE H brdz srp 47— ot m). He—, BRI Re il Fe S M 2 s
VAL SR FCHE SR A e SEILTIU F b, ELAE IR TR0 5% b R b R AT B 81 170 75 22 - R AR A8 A R R & S SR ELAMEE 1)
RHEFF 9 AR 22 07 75, DA — B4R i SAC-MWF RSB I, =, 7EA SO et v, RRAE TR 2 5t — (A MLP.
L2 ) A2 ORAIE R T 7 8 2 19 [ B LT e R AR BRSO . AR T, 7 456 5 18 T 28 RE AN BR JUT 41 I, MLLP
A5 R MUY, PRI AT DARE — 25~V A B R 1k RESRTH A AT I A0 o, DAAA S B B P T A2,
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