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摘　要: 工作负载的准确预测对于云资源管理至关重要. 然而, 现有预测模型通常使用固化结构从不同视角提取序

列特征, 导致不同模型结构之间难以灵活组合以进一步提升预测性能. 提出一种基于软演员-评论家算法 (soft actor-

critic, SAC)的多视角工作负载预测集成框架 SAC-MWF. 首先, 设计一组特征序列构建方法来生成多视角特征序

列, 该方法能够以低成本从历史窗口生成特征序列, 从而引导模型关注不同视角下的云工作负载序列模式. 其次,

在历史窗口和特征序列上分别训练基础预测模型和若干特征预测模型, 以捕获不同视角下的云工作负载模式. 最

后, 利用 SAC 算法集成基础预测模型和特征预测模型, 生成最终的云工作负载预测. 在 3 个数据集上的实验结果

表明, SAC-MWF方法在有效性和计算效率方面表现优秀.
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Abstract:  Accurate  workload  forecasting  is  essential  for  effective  cloud  resource  management.  However,  existing  models  typically  employ
fixed  architectures  to  extract  sequential  features  from  different  perspectives,  which  limits  the  flexibility  of  combining  various  model
structures  to  further  improve  forecasting  performance.  To  address  this  limitation,  a  novel  ensemble  framework  SAC-MWF  is  proposed
based  on  the  soft  actor-critic  (SAC)  algorithm  for  multi-view  workload  forecasting.  A  set  of  feature  sequence  construction  methods  is
developed  to  generate  multi-view  feature  sequences  at  low  computational  cost  from  historical  windows,  enabling  the  model  to  focus  on
workload  patterns  from  different  perspectives.  Subsequently,  a  base  prediction  model  and  several  feature  prediction  models  are  trained  on
historical  windows  and  their  corresponding  feature  sequences,  respectively,  to  capture  workload  dynamics  from  different  views.  Finally,  the
SAC  algorithm  is  employed  to  integrate  these  models  to  generate  the  final  forecast.  Experimental  results  on  three  datasets  demonstrate  that
SAC-MWF performs excellently in terms of effectiveness and computational efficiency.
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云资源管理是云计算领域的核心挑战之一 [1,2], 其对于优化运营成本、提高资源利用率以及保障系统可靠性

具有关键作用 [3]. 云资源管理的一个有效策略是预测未来的工作负载并提前采取措施, 通过准确的工作负载预测,
云服务提供商可以主动识别潜在资源瓶颈, 并基于实时需求调整资源配给策略 [2], 从而实现高效的资源调度与节

能优化 [4,5]. 若缺乏有效的预测机制, 资源管理将被动进行, 低负载期间容易导致资源闲置浪费, 高负载时则可能引

发节点过载, 并最终影响服务质量协议 (service level agreement, SLA) [6].
云工作负载序列模式具有动态变化的特点 [7,8]. 传统统计学习和机器学习模型在预测任务中存在误差累积和

泛化能力不足的问题 [9]. 近年来, 深度学习模型通过一些途径来提升预测性能, 例如: 1) 改进现有网络架构, 如长短

期记忆网络 (long short-term memory, LSTM), 以提高其预测准确度 [10,11]; 2) 构建混合模型, 如结合卷积神经网络

(convolutional neural network, CNN)和 LSTM, 利用 CNN提取特征后通过 LSTM进行特征学习和预测 [12,13]; 3) 进
行序列分解, 将工作负载分解为多个子分量分别预测并融合各分量上的结果 [14]. 然而, 上述方法多从单一视角提

取特征, 未能充分挖掘多视角信息的互补性. 近年来, 一些新的时序预测模型从不同视角着手捕获序列信息, 如
SCINet[15]通过将原始输入分解为奇数索引序列和偶数索引序列, 并应用递归下采样来捕获时序特征. TimeMixer[16]

通过趋势分解和多尺度信息融合来构建预测模型. DLinear[17]通过简单的趋势-季节性分解和线性模型来构建简单

有效的预测模型. 上述模型的成功证明了从多视角提取序列特征能够进一步提高模型的预测性能, 然而固化的特

征提取结构难以灵活组合以构建预测性能更强的模型.
针对上述问题, 本文提出了一个基于软演员-评论家算法 (soft actor-critic, SAC)[18]的多视角工作负载预测集成

框架 (soft actor-critic-based multi-view workload forecasting, SAC-MWF). 首先, 设计了一组特征序列构建方法, 通
过对历史窗口应用数学变换构建多视角特征序列, 突出不同视角下的负载模式特征. 其次, 基于历史窗口与特征序

列分别训练基础预测模型与特征预测模型, 捕获多视角特征, 生成具有强互补性的预测结果. 最后, 利用 SAC算法

自适应分配权重, 集成多视角模型预测结果并生成最终预测结果. 在 3个数据集上的实验结果表明, SAC-MWF能

够有效提升多种模型的预测准确度, 且不会显著增加时间开销.
本文的主要贡献如下.
(1) 提出一个基于强化学习的多视角工作负载预测集成框架 SAC-MWF, 通过特征序列构建与动态权重分配

提升现有模型的预测准确度.
(2) 提出一个基于 SAC的模型集成方法, 其状态空间涵盖历史窗口与预测误差, 奖励函数基于集成预测的均

方误差设计, 能够灵活分配组合权重.
(3) 设计一组轻量级特征序列构建方法, 增强模型对趋势变化、峰值波动、滞后等关键模式的敏感度.
(4) 在 3个数据集上进行了广泛实验, 结果证明了 SAC-MWF的有效性和效率.
本文第 1节综述云计算负载预测方法与新型时序模型. 第 2节形式化定义问题并详述 SAC-MWF框架设计.

第 3节通过多组实验全面评估方法性能. 第 4节总结研究成果并展望未来方向.

 1   相关工作

工作负载预测作为云计算资源管理的核心环节, 其方法可归纳为传统模型方法、深度学习模型方法与混合模

型方法这 3大类.

 1.1   传统模型方法

传统模型方法以统计学习模型和经典机器学习模型为主, 如差分自回归滑动平均模型 (autoregressive integrated
moving average model, ARIMA)、支持向量机 (support vector machine, SVM)和随机森林 (random forest, RF)等. 研
究人员在早期提出了许多基于传统模型的方法以解决云计算领域的预测问题. 例如, Yang等人 [19]提出了一种动态

线性回归模型用于短期近线性负载预测. Fang 等人 [20]通过 ARIMA 预测服务器资源需求以驱动调度策略生成.
Chen等人 [21]应用递归神经网络 (recurrent neural network, RNN)预测云服务器的工作负载, 验证了 RNN在小样本

场景下相较于传统回归方法的快速适应能力. Yang等人 [22]提出了一个基于进化算法的预测模型, 模型使用相空间

564  软件学报  2026年第 37卷第 2期



重构处理负载数据, 并将重建后的多维时间序列输入基于进化算法的数据分组处理方法以预测未来的主机负载.
统计学习模型依赖工作负载都是线性的假设, 该假设过于简单且此类模型无法应对模式变化, 因而并不适合

长期预测任务 [23]. 经典机器学习模型适合处理低维数据, 而在处理高维数据时易受维度灾难限制 [24]. 传统模型现

阶段多作为多模型方法的组件.

 1.2   深度学习模型方法

深度学习模型方法通过非线性建模能力打破传统模型方法的性能瓶颈. 在各类深度学习模型方法中, 基于

LSTM 的预测模型因其优异的时序依赖捕获能力和计算开销优势而得到广泛应用 [25]. 例如, Gao 等人 [26]使用

LSTM预测边缘数据中心的响应时间等指标. Ruan等人 [27]采用改进的 LSTM模型预测 CPU利用率. 近年来, 研究

者进一步从多视角特征提取角度创新模型结构. 例如, Zeng等人 [17]提出了简单有效的 DLinear模型, 通过趋势-季
节性分解与线性层构建轻量预测模型. Liu等人 [15]提出的 SCINet模型采用奇偶索引分解与多分辨率卷积捕获动

态时序模式. Wang等人 [16]提出一种基于多尺度融合架构的预测模型 TimeMixer, 通过趋势分解与多尺度融合生成

互补性预测结果并整合为最终预测结果.
尽管深度学习模型在复杂模式建模上表现优异, 但其网络复杂度和计算成本会随着数据维度增大而快速增

加. 这导致模型的运行时开销激增, 并限制了其在高计算成本场景中的应用 [24]. 新型时序预测模型大多有着独特

的结构设计, 对于序列特征的提取能力较传统模型有明显增强 [28−30]. 但其特征提取结构高度固化, 难以灵活组合以

构建预测性能更强的模型.

 1.3   混合模型方法

混合模型方法通过融合传统模型与深度学习模型的优势以进一步提升模型预测性能. 串联式混合架构是主流

设计方式之一, 如, Devi等人 [14]提出了一种 ARIMA加人工神经网络 (artificial neural network, ANN)的混合模型,
其中 ARIMA 处理数据的线性成分, 而 ANN 处理非线性成分. Patel 等人 [13,31]构建 CNN-LSTM 混合模型, 利用

CNN提取局部空间特征后通过 LSTM进行时序预测. Chen等人 [12]引入 Savitzky-Golay滤波器进行数据平滑预处

理, 之后使用 CNN-BiLSTM模型进行预测.
另一类研究聚焦集成式混合模型, 即通过对多个模型的预测结果进行选择、平均、加权来生成最终预测结

果. 在实际研究中, Saadallah等人 [32]使用演员-评论家算法来学习组合模型的最优权重. 在其研究中, 强化学习的动

作被设计为组合基础模型的权重向量, 状态则对应之前若干步集成模型的预测输出, 奖励函数由集成模型在全部

模型中的预测误差排名决定. 强化学习可以通过与环境的交互自主学习模型集成的最优权重, 并根据环境变化及

时优化策略, 其强适应性和捕捉长期回报的能力有助于生成更稳健的集成模型.
现有混合模型方法存在模型冗余问题. 串联架构中多个子模型的叠加会显著增加计算开销, 且其相对固定的

结构难以保证模型的泛化能力. 而大型集成模型所使用的模型池包含大量不同种类的模型, 这种方式虽能确保集

成模型的预测准确度优于对比方法, 但难以保证模型的通用性, 且存在资源开销过大的问题.

 2   研究动机

如图 1所示, 在对同一负载序列施加不同的特征变换后, 基于各特征序列的预测结果 (蓝色)在不同时间区间

呈现较大差异, 在不同的预测步长上有不同的最优预测模型. 这表明多视角特征序列预测值之间存在互补性, 若合

理融合多视角预测结果, 能够进一步提升模型预测性能.
图 2 展示了原始序列预测 (绿色实线)、特征序列预测 (虚线)、最优集成预测 (蓝色实线) 和真实值 (红色实

线)共 9条序列的对比. 从图中可以看出, 在起伏较大的波峰和波谷片段, 原始序列预测会出现增减趋势相反、峰

值幅度不足、滞后问题, 与真实序列偏差较大. 而部分特征序列在这些时刻能够提供更优预测值, 在一定程度上弥

补原始序列预测的偏差.
基于上述分析可以认为, 通过构建特征序列来帮助模型提升信息捕获能力是有效的. 基于不同特征序列生成

的预测结果之间存在互补性, 而这种互补性可用于构建更加强大的预测模型. 然而, 现有方法难以有效利用此类互
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补性: 固化的特征提取结构难以灵活组合, 而传统集成方法 (如加权平均、固定规则选择)缺乏对动态负载模式变

化的适应能力, 导致集成效果受限.
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图 1　特征序列预测值对比
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图 2　特征序列预测值集成可视化
 

因此, 我们需要解决两个问题: 1) 如何以低成本生成具有互补信息的特征序列; 2) 如何动态融合多模型预测

结果以有效集成. 针对上述问题, 本文提出 SAC-MWF框架, 通过设计轻量级特征变换操作构建多视角特征序列,
并利用强化学习驱动的动态权重分配机制实现预测结果的动态集成.

 3   多视角工作负载预测集成框架 SAC-MWF

 3.1   问题定义

Xt = {xt−T , . . . , xi, . . . , xt−1} xi ∈ R
fθ

给定单变量时间序列 X, 设历史窗口大小 T, 序列   对应 t时刻的历史窗口, 其中 

表示序列 X在 i时刻的负载值. 预测任务的目标是训练模型  , 使其能够基于历史窗口 Xt 生成未来 H步的预测值: 

Ŷt = fθ(Xt) = {ŷt, ŷt+1, . . . , ŷt+ j−1, . . . , ŷt+H−1} (1)

ŷt+ j−1其中,   表示第 j个预测步长上的预测值, H为预测窗口大小.

F = { f1, f2, . . . , fM} fm

ω

对于多模型集成任务, 设基础预测模型集合为  , 其中   表示第 m个模型的预测函数, M为基

础预测模型总数. 多模型集成的目标是学习一组动态权重   , 以对 M 个模型进行加权运算以生成集成预测值
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Ŷensemble
t ω j

m ω
j
m. 记第 m个基础模型在第 j个预测步长上的权重系数为  ,   为非负数且同一预测步长上的权重系数和

为 1: 

Ŷensemble
t =

M∑
m=1

ω j
m·Ŷm

t , s.t.
M∑

m=1

ω j
m = 1, ω j

m ⩾ 0 (2)

 3.2   SAC-MWF 结构设计

SAC-MWF的目标是通过构建集成模型来实现准确的云工作负载预测. 框架以过去的云工作负载数据作为输

入, 使用多种特征序列构建方法生成特征序列, 随后训练一个基础预测模型、多个特征预测模型和一个 SAC模型

用于集成预测. 当进行预测时, 它将使用基础预测模型和特征预测模型生成一组多视角预测值, 随后用 SAC算法

对多视角预测值进行加权以生成最终预测.

SAC-MWF 的整体架构如图 3 所示, 它由 3 个部分组成: ① 特征序列构建, 通过数学变换基于历史窗口生成

多条特征序列. ② 多视角预测模型构建, 基于历史窗口和多条特征序列训练一组预测模型生成多视角预测值. ③ 多

视角预测模型集成, 利用 SAC算法对多视角预测值进行集成以生成最终负载预测值.
 
 

特征序列构建

特征预测模型

…

基础预测模型

预测器

多视角预测模型集成

状态生成

SAC智能体

演员 评论家

动作

价值

…

特征序列构建方法

…

特征序列

X t

X t
l mt−1l mt−1

st

at

ωt

Y  
t

预测输出Yt

…

多视角预测模型构建

预测器

预测器

特征预测值

基础预测值

多视角预测值

ensemble

Softmax

输入序列X

Xt

图 3　SAC-MWF框架设计
 

 3.2.1    特征序列构建

集成模型的性能依赖于多视角预测值的互补性, 而互补性源于特征序列对原始负载中不同模式的显式增强.
通过对比图 4 中的真实值和原始序列预测值可以观察到, 原始序列预测值相较于真实值存在预测峰值幅度不足

(紫色虚线框)、增减趋势相反 (橙色虚线框)和预测值偏移 (蓝色虚线框)的问题. 针对上述现象, SAC-MWF采用

一组特征序列构建方法来生成若干特征序列, 以生成和原始序列预测值具有强互补性的特征序列预测值. 本文通

过 5种数学变换构建特征序列, 有针对性地引导模型关注特定维度的模式.
(1)横向扩展

原始序列存在局部波动频繁的问题, 导致模型在预测时难以准确捕捉部分趋势变化的发生时刻和幅度, 从而

出现增减趋势相反现象. 针对该问题, 本文对原始序列进行扩展处理, 通过在原始序列中插入均值点的方式增强原

始序列的局部变化信息, 帮助模型更准确地预测趋势变化的发生时刻与幅度. 图 5展示了原始序列预测值与MLP
模型在应用插值方法后的扩展序列上的预测值对比. 可以看出, 处理后序列的预测值在增减趋势上的预测优于原

始序列预测值.
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X = {x1, x2, . . . , xT }
将该序列构建方法称为横向扩展, 其核心目的是通过延展输入序列的方式, 增强原始序列中的局部依赖信息.

图 6 展示了横向拓展序列构建的过程. 设输入历史窗口为  , 插入间隔为 k, 则扩展后的序列长度

Tnew 为: 

Tnew = T +
⌊
T −1

k

⌋
(3)

XHE = {y1,y2, . . . ,yTnew }定义扩展后的序列为  , 其中 yi 的值为: 

yi =


x j, i = j+

⌊
j−1

k

⌋
, j = 1,2, . . . ,T

1
k

∑ jk

m=( j−1)k+1
xm, i = j+

j−1
k
, j = 1,2, . . . ,

⌊
T −1

k

⌋ (4)

  

原始序列 横向扩展序列横向扩展

图 6　横向扩展序列构建
 

(2)横向收缩

原始序列中包含大量的细粒度波动信息, 这些信息可能源于正常的序列波动, 也可能由噪声引起, 而后者会干

扰模型对整体趋势的判断. 为此, 本文设计方法引导模型捕捉序列的整体变化趋势, 避免过度拟合局部波动.

X = {x1, x2, . . . ,

xT } N = ⌊T/g⌋

将该序列构建方法称为横向收缩, 方法通过最大值下采样压缩序列长度, 突出原始序列中与趋势变化相关的

关键信息, 减少模型对细粒度波动的关注. 横向收缩序列构建的过程如图 7所示. 设输入历史窗口为 

, 分组大小为 g, 完整分组数量  , 则每个完整分组序列为: 

Gi = {x(i−1)g+1, x(i−1)g+2, . . . , xig}, i = 1,2, . . . ,N (5)

对于每个完整分组, 取组内最大值: 

Mi =max(Gi) (6)

Grem对于剩余序列  , 同样取序列内最大值: 

Mrem =max(Grem) (7)

最终得到横向收缩序列 XHC 为: 

XHC = {M1,M2, . . . ,MN ,Mrem} (8)

(3)纵向扩展

原始序列中的趋势变化可能幅度较小, 导致模型在预测时难以准确识别和响应这些变化, 从而出现预测峰值

幅度不足问题. 从图 5中可以看出, 虽然扩展序列预测值在预测序列增减变化趋势上表现良好, 但对于增减幅度的
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图 4    预测峰值幅度不足、增减趋势相反和

预测值偏移
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图 5    间隔插入扩展序列与原始序列预测结果对比
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预测仍存在不足. 为进一步帮助模型学习原始序列中的增长和下降模式, 本文对原始序列中的各点进行缩放以增

强趋势变化的显著性. 图 8展示了原始序列预测值与MLP模型在峰值增强序列上的预测结果对比. 可以看出, 峰
值增强序列预测值在峰值部分的预测表现优于原始序列预测值.
  

横向收缩序列横向收缩原始序列

图 7　横向收缩序列构建
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图 8　峰值增强序列与原始序列预测结果对比
 

将该序列构建方法称为纵向扩展, 方法依据序列极差和单步变化幅度逐点扩大序列趋势变化幅度. 具体而言,
通过计算相邻点的差值绝对值与历史窗口极差的比值确定每个点的缩放因子. 随后, 对于增长趋势点, 对其真实值

进行加倍以增大其值, 而对于下降趋势点, 对其真实值应用除法以缩小其值, 从而实现扩大趋势变化幅度的目的.
图 9展示了纵向扩展序列构建的过程.
  

纵向扩展序列纵向扩展原始序列

图 9　纵向扩展序列构建
 

X = {x1, x2, . . . , xT }设输入历史窗口为  , 纵向扩缩因子为 m, 计算输入序列极差 R: 

R =
{

max(X)−min(X), max(X) ,min(X)
ε, max(X) =min(X) (9)

ε 10−6其中,   表示极小常数 (如  ), 用于处理极差为 0的序列. 定义相邻点之间的差值序列 D: 

D = {d1,d2, . . . ,dT−1}, di = xi+1− xi, i = 1,2, . . . ,T −1 (10)

计算每个差值与极差 R的比值得到缩放序列 N, 其中每个缩放比例 ni 为: 

ni =
|di|
R
, i = 1,2, . . . ,T −1 (11)

将缩放比例 ni 转化为不同的放大因子等级 bi: 

bi =


1, ni < 0.3
2, 0.3 ⩽ ni < 0.6
3, ni ⩾ 0.6

(12)
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根据 bi 计算扩张因子序列 S, 其中每个扩张因子 si 为: 

si = (1+m)bi , i = 1,2, . . . ,T −1 (13)

依据差值的正负确定纵向扩展序列 XVE 中的元素: 

XVE = {x′1, x′2, . . . , x′T } (14)
 

x′i =
{

xi+1 · si, di > 0
xi+1/si, di ⩽ 0 , i = 1,2, . . . ,T −1 (15)

(4)纵向收缩

纵向扩展能通过增强趋势变化幅度以帮助模型学习峰值部分的序列模式, 但对于学习图 8 中 t=10 附近序列

区间的低峰值部分效果有限. 为提升模型捕获低峰值序列模式的能力, 本文设计方法对原始序列中的高峰值部分

进行削弱而保留变化幅度较低的波动信息, 以促使模型关注低峰值模式. 图 10展示了原始序列预测值与MLP模

型在削减峰值信息后的序列上的预测结果对比. 可以看出, 峰值削减序列预测值在较低峰值部分的预测准确度优

于原始序列预测值.
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图 10　峰值削减序列与原始序列预测结果对比
 

X = {x1, x2, . . . , xT }
s′i

将该序列构建方法称为纵向收缩, 方法依据序列的极差和单步变化幅度逐点削减序列的趋势变化幅度. 其整

体设计思路和纵向扩展一致, 不同点在于计算扩张因子 si 时采取相反操作. 图 11 展示了纵向收缩序列构建的过

程. 设输入历史窗口为  , 纵向扩缩因子为 m, 采用公式 (9)–公式 (11) 计算变量极差 R、差值序列

D、缩放序列 N和放大因子等级 bi. 随后计算收缩因子序列 S, 其中每个收缩因子   为: 

s′i = (1−m)ni , i = 1,2, . . . ,T −1 (16)

最终以差值正负确定纵向收缩序列 XVC, 序列中元素计算方式与公式 (15)一致.
  

纵向收缩 纵向收缩序列原始序列

图 11　纵向收缩序列构建
 

(5)横向平移

除峰值预测幅度不足、增减趋势相反外, 预测值偏移也同样影响预测准确度. 从图 8中 t取值为 [20, 25]的区

间可以观察到, 虽然峰值增强序列预测值在增减趋势上与真实值接近, 但存在一定滞后偏移, 即预测值的增长出现

在真实值序列增长的若干步之后. 针对这一现象, 本文对原始序列进行平移操作, 通过头部填充与尾部截断构建横

向平移序列, 使模型更早感知趋势变化的初始信号. 图 12展示了原始序列预测值与MLP模型在平移序列上的预

测结果对比. 可以看出, 在 t取值为 [6, 12]、[15, 18]、[35, 40]区间内, 平移序列预测值相较于图 8中峰值增强序

列预测值的滞后情况有所改善, 平移序列预测值与真实值中峰值所处时间步更加一致.
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图 12　平移序列与原始序列预测结果对比
 

X = {x1, x2, . . . ,

xT }

将该序列构建方法称为横向平移, 方法通过删除原始序列尾部的部分元素, 并将序列头部元素的均值添加到

头部来构建与原始序列等长的新序列. 图 13 展示了横向平移序列构建的过程. 设输入历史窗口为 

, 平移比例为 p, 按比例取出头序列 Xh 和尾序列 Xt: 

Xh = {x1, x2, . . . , xN} (17)
 

Xt = {xT−N+1, xT−N+2, . . . , xT } (18)

对于头序列, 计算其均值并构造一个长度为 N的均值序列: 

Xrepeat = {µ,µ, . . . ,µ︸     ︷︷     ︸
长度为N

} (19)

 

µ =
1
N

N∑
i=1

xi (20)

将均值序列与去除尾部序列的历史窗口拼接, 得到横向平移序列 XCR: 

XCR = Xrepeat∪{x1, x2, . . . , xT−N} (21)
  

横向平移序列原始序列 横向平移

图 13　横向平移序列构建
 

 3.2.2    多视角预测模型构建

P = {predictor1, predictor2, . . . ,

predictorNmv+1}

特征序列构建完成后, 需要训练一组预测模型以学习原始序列和特征序列模式并作出预测, 为后续集成任务

提供基础. 基于原始输入序列训练一个预测模型, 称为基础预测模型. 对于若干特征序列, 在每条序列上分别训练

一个预测模型, 称为特征预测模型. 设特征序列总数为 Nmv, 多视角预测模型集合表示为 

. 对于第 i个特征预测模型, 其预测输出为: 

Ŷ i
t = predictori(Xi), Xi ∈ {XHE,XHC,XVE,XVC,XCR} (22)

之后计算多视角预测模型在各预测步长上的损失: 

lm
t = {l1

1, l
1
2, . . . , l

i
j, . . . , l

Nmv+1
H } (23)

li
j i = 1 i = 2,3, . . . ,Nmv+1其中, H为预测步长,   表示第 i个模型在第 j个预测步长上的损失.   对应基础预测模型,   对

应特征预测模型. 各模型的预测值将用于计算最终预测值, 而各模型的损失将作为模型集成任务中强化学习智能

体状态的一部分.
考虑到特征序列已通过数学规则增强了特定维度的信息, 该处理使得序列中趋势方向、峰值强度等关键特征
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被突出, 降低了对预测模型的要求. 因此, 本文选择双层MLP作为特征预测模型. MLP在此类特征明显的序列上

可以取得较高预测准确度, 同时其结构轻量, 能有效减少集成模型的资源开销. 这种设计不仅保证了预测的准确

性, 还兼顾了模型的计算效率, 适合目标场景.
 3.2.3    多视角预测模型集成

不同的多视角预测模型侧重于不同维度的特征信息, 因而各模型能准确预测的区间存在差异. 为使集成模型

取得预期的效果, 需要正确融合多视角预测值. 本文采用加权的方式融合多视角预测值, 基于该设计, 可选择平均、

线性层、自注意力和强化学习进行集成.
平均是最简单的集成方法, 该方法不需要训练, 且在各模型性能差异较小的情况下能取得一定效果. 但当特征

预测值在部分步长上预测误差过大, 或者需要动态调整模型权重时, 该方法会明显欠拟合, 集成效果不稳定. 线性

层结构简单, 训练快速, 可以在一定程度上学习多视角预测值到最终预测值之间的非线性关系. 但线性层输出的权

重系数难以灵活变化, 导致在动态权重分配任务中表现欠佳.
自注意力能够捕捉不同特征信息之间的关联, 在建模长距离依赖关系时表现出色. 但在目标场景下, 自注意力

会试图从多条预测值序列中找出关键信息, 并将其用于生成最终预测结果. 该操作类似于基于多视角预测值进行

二次预测而非集成, 因此易受多视角预测值中误差较大项的干扰, 集成效果较差. 后续的消融实验将进一步证明自

注意力并不适合目标场景, 且相较于其他集成方法, 自注意力的训练时间和推理时间更长.
相比之下, 强化学习在集成效果和时间开销上能取得更好的平衡. 与平均和线性层相比, 强化学习并不假设所

有场景下各模型的权重是固定的, 而是能通过观察环境中的真实工作负载、预测模型误差和预测值等信息来灵活

输出组合权重. 与自注意力相比, 强化学习的时间开销更低, 且会严格遵照任务设定, 在每一个预测步长上选择组

合多视角预测值的最优权重, 而非进行二次预测.
强化学习可通过在线交互动态优化权重输出策略, 然而其在云负载预测场景中面临两大问题: 1) 高维连续动

作空间的探索效率低下, 多步预测需为每个时间步独立分配权重, 容易因维度爆炸导致难以收敛. 2) 历史数据规模

较小, 而策略梯度方法 (如 PPO)需大量交互数据才能稳定训练. 在此背景下, SAC算法凭借其最大熵优化框架与

离线策略训练机制成为理想选择. 首先, SAC 通过引入熵正则化项在策略优化中平衡探索与利用, 避免模型过早

收敛至局部最优, 这对负载模式多变场景至关重要. 其次, 其离线策略特性允许从历史交互数据中随机采样进行训

练, 能有效提升数据利用效率, 适合目标场景下的小规模数据集. 此外, SAC的平滑动作分布使其易于处理具有细

微差异的动作选择问题, 能减少集成结果突变引起的不稳定. 相较于确定性策略 (如 DDPG), 这一设计在高维动作

空间中展现出更强的稳定性.
与一般的强化学习任务类似, 本文通过马尔可夫决策过程来描述多视角预测模型集成任务.

 3.2.3.1    动　作

(Nmv+1)×H

动作空间的设计需兼顾两个需求: 1) 为不同预测步长分配独立权重以适配负载序列的动态特性; 2) 支持动态

增减特征预测模型数量. 在 SAC-MWF中, 动作被定义为每个预测步长上各模型的权重分数, 即未经过 Softmax处
理的权重系数. 设特征预测模型数量为 Nmv, 预测窗口大小为 H, 则 t时刻的动作 at 对应一个   维的连续

向量: 

at = {a1,1
t ,a

1,2
t , . . . ,a

i, j
t , . . . ,a

(Nmv+1),H
t } (24)

ai, j
t ∈ R

ω

其中,   表示 t时刻第 i个模型在第 j个预测步长上的权重分数. 通过 Softmax层对每个预测步长的权重分数

进行归一化, 生成权重系数  : 

ωi, j
t =

exp(ai, j
t )

Nmv+1∑
k=1

exp(ak, j
t )

(25)

Nmv+1∑
i=1

ωi, j
t = 1 ωi, j

t ⩾ 0该操作确保同一预测步长的所有权重系数满足   且  .
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 3.2.3.2    状　态

状态空间需表征实时负载与模型预测行为, 在 SAC-MWF中, 状态由当前历史窗口与上一时刻各模型预测误

差构成: 

st = {Xt,Lt−1} (26)

Xt = {xt−T , xt−T+1, . . . , xt−1} Lt−1 = {lm
t−1, l

e
t−1}

lm
t−1 le

t−1

其中, 历史窗口   提供负载的时序上下文信息, 各模型误差向量   编码上一时刻

各模型的预测表现,   为多视角预测模型的误差集合,   为集成模型的整体误差.
 3.2.3.3    奖励函数

奖励函数的设计需准确量化集成预测性能, 同时平衡短期误差控制与长期稳定性. 基于上述目标, SAC-MWF
采用均方误差构建奖励函数: 

rt = 1− 1
H

H∑
j=1

(
yt+ j−1− ŷensemble

t+ j−1

)2
(27)

yt+ j−1 ŷensemble
t+ j−1其中,   和   分别表示第 j个预测步长上的真实值与集成预测值, H为预测窗口大小. 为缓解不同负载量级

场景下的奖励尺度差异, SAC-MWF实验所用数据集均经过归一化处理.
 3.2.3.4    状态转移函数

状态转移函数定义了环境在动作 at 作用下的变化规律. 在 SAC-MWF中, 状态由当前历史窗口和上一时刻的

预测误差组成. 历史窗口是真实负载序列中的连续值, 因此在任意时刻, 其中的数据都是确定的. 对于预测误差, 当
动作 at 被确定时, t时刻的集成模型预测值和预测误差也随之确定. 而多视角预测模型的预测误差在生成多视角

预测值时也已经确定. 因此, 对于确定的状态 st 和动作 at, 只会导致唯一的下一时刻状态 st+1: 

st+1 = {Xt+1,Lt} (28)

Xt+1 = {xt−T+1, xt−T+2, . . . , xt} Lt = {lm
t , l

e
t }其中, 下一时刻历史窗口   从原始负载序列中获取, 误差向量   由 t时刻各模型的

预测结果计算得到. 对于状态转移函数 P, 当且仅当下一时刻状态与公式 (28)一致时输出概率为 1, 否则为 0: 

P (st+1 | st,at) =
{

1, st+1 = {Xt+1,Lt}
0, otherwise (29)

 3.3   总体预测算法设计

在强化学习任务中, 经验回放池存入的内容包括本轮的状态、动作、奖励、下一状态以及是否结束. 但在任

务场景下, 由于无法预知下一时刻的历史窗口数据, 也因此无法确定下一时刻的状态. 为解决该问题, 本文将上一

时刻的状态、动作、奖励和当前时刻的状态组成经验存入经验回放池. 在训练时, 当每一回合的状态被确定后, 先
将经验存入回放池 (算法 1第 12行)再执行后续流程. SAC-MWF的整体训练流程如算法 1所示.

算法 1. SAC-MWF训练流程.

X′ = {x′1, x′2, . . . , x′Time}输入: 最大训练轮数: M, 最大序列长度: Time, 历史窗口大小: T, 预测窗口大小: H, 归一化负载序列:  ,
SAC网络更新频率: iteration;

πθ1. 初始化 SAC策略网络  、 经验回放池 D、价值网络与目标网络

epoch← 1 to M2. for   do
L0← 03.　  ; //初始化上一轮预测误差

st+1← ∅4.　  ; //初始化上一时刻的状态

at ← ∅5.　  ; //初始化动作向量

rt ← 06.　  ; //初始化奖励

t← T to Time−H7.　 for   do
X′t ← {x′t−T , x

′
t−T+1, . . . , x

′
t−1}8.　　    ; //生成历史窗口
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Y ′t ← {x′t , x′t+1, . . . , x
′
t+H−1}9.　　    ; //生成预测窗口

lm
t , Ŷ

base
t ←MultiViewPredict(X′t ,Y

′
t )10.　　  ; //计算多视角模型预测值和损失

st ← {X′t ,L0}11.　　  ; //构造当前状态

D← D∪{(st−1,at,rt, st,0)}12.　　  ; //存入经验

at ← πθ(st)13.　　  ; //选取动作

j← 0 to H−114.　　 for   do

ω j
t = Softmax(a j

t )15. 　　　  ;

Ŷensemble
t [ j]←

∑Nmv+1

i=1
ω j

t [i] · Ŷbase
t [i][ j]16.　　　   ; //计算集成预测值

17.　　 end for

le
t ← CalcMSELoss(Y ′t , {Ŷbase

t , Ŷ
ensemble
t })18.　　  ; //计算集成损失

rt ← 1− le
t19. 　　  ;

t mod iteration = 020.　　 if   then
21.　　　 UpdateSAC(·);
22.　　 end if

L0← {lm
t , l

e
t }23.　　   ;

st−1← st24.　　   ;
25.　 end for
26. end for

 4   实验评估

本节将介绍实验数据集、对比方法、模型参数设置以及评估指标, 随后将对 SAC-MWF进行全面评估.

 4.1   实验设置

 4.1.1    数据集

实验采用两个公开数据集和一个由我们构建的数据集对方法进行评估, 图 14展示了 3个数据集的部分工作

负载数据. 各数据集详细介绍如下.
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图 14　实验数据集工作负载示例
 

● AzureFunctionsInvocationTrace2021[33] (以下简称为 Azure2021): 该数据集记录了Microsoft Azure中 Azure
Functions的调用数据, 包含自 2021年 1月 31日开始两周的函数调用追踪. 本文以 0.125 s为间隔聚合数据, 统计

每个时间间隔内应用程序被调用的次数.
● GoogleClusterData2019[34] (以下简称为 Google2019): 该数据集记录了 Google Borg集群上的工作负载数据,
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包含了 2019年 5月 8个 Borg单元若干小时的运行时信息. 本文从中筛选出作业相关信息, 去除其中 time标签为

0的数据, 以 1 s为间隔统计用户提交作业请求的数量.
● SockShop: 我们在 Kubernetes集群中部署开源微服务系统 SockShop, 并使用 Prometheus收集监控数据. 该

数据集包含微服务系统在集群中真实运行约 28 h的每秒请求数 (requests per second, RPS)数据. 本文将 RPS作为

负载值用于负载预测任务.
数据集按照 6:2:2比例划分训练集、验证集与测试集, 并通过归一化将数值映射至 [0, 1]区间.

 4.1.2    对比模型

为全面评估 SAC-MWF的有效性, 本文选取 9类代表性时序预测模型作为基线方法, 包含 3类传统时序预测

模型, 3类 Transformer架构模型和 3类新式模型.
● BiLSTM: 一种改进的 LSTM架构, 通过双向门控结构同时捕获序列的前向与反向依赖关系.
● GRU: 简化 LSTM结构, 通过更新门与重置门平衡长短期记忆.
● TCN[35]: 基于因果卷积与扩张卷积提取长期时序特征, 通过残差连接增强深层网络稳定性.
● Crossformer[36]: 设计跨尺度注意力机制, 融合不同时间粒度的特征表示, 强化多分辨率时序建模能力.
● Informer[37]: 采用稀疏注意力与概率采样策略优化 Transformer.
● iTransformer[38]: Informer 的改进版本, 通过通道独立性假设与多层特征交互优化注意力机制.
● SCINet[15]: 基于递归奇偶分解与动态卷积操作, 实现多尺度时序特征解耦与重构.
● TimeMixer[16]: 结合趋势分解与多尺度MLP架构, 通过通道-时间混合操作捕获非线性时序关联.
● DLinear[17]: 将序列分解为趋势与残差分量, 分别通过线性层建模.

 4.1.3    参数设置

我们在 PyTorch 2.1.2平台上使用 Python 3.10实现了 SAC-MWF模型框架与实验环境. 具体参数设置如表 1
所示. 实验共设置 4组“历史窗口-预测窗口”组合, 分别为 12-4、24-8、48-16和 96-48.
 
 

表 1　模型参数设置
 

模型 参数

全部模型 learning_rate=0.003, weight_decay=0, 0001, dropout=0.1
SAC learning_rate=0.001, soft_update_param=0.005, entropy_coefficient=0.1

BiLSTM hidden_size=256, num_layers=2
GRU hidden_size=256, num_layers=2
TCN levels=2, kernel_size=3, hidden_units_per_layer=1

Crossformer enc_in=1, seg_len=12, win_size=2, nheads=2, d_model=128, d_ff=64, factors=5
Informer enc_in=1, nheads=2, d_model=128, d_ff=512, factors=5, e_layers=2

iTransformer nheads=2, d_model=128, d_ff=512, e_layers=2
SCINet hidden_size=64, num_stacks=2, num_levels=2, kernel_size=3

TimeMixer d_model=128, d_ff=64, down_sampling_window=3, moving_avg=4
DLinear moving_avg=5, enc_in=1

 

 4.1.4    评估指标

本文选择均方误差 (MSE)作为评估指标, 其计算公式为: 

MSE =
1
N

N∑
i=1

(ŷi− yi)2 (30)

ŷi yi其中, N为样本数量,   和   分别对应 i时刻的预测值与真实值.

 4.2   有效性实验

将 SAC-MWF框架与 9个基线模型分别组合, 在 3个工作负载数据集上进行验证. 表 2−表 5依次展示了 4个
历史窗口-预测窗口组合下, 各模型在应用 SAC-MWF前后的 MSE对比 (表 2−表 5中用粗体表示最优结果).
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总体来看, SAC-MWF能够有效降低基线方法的 MSE. 从模型视角来看, SAC-MWF能为 9个对比模型带来平

均 4.6%–21.7%的 MSE提升. 提升较为明显的模型包括 Informer、Crossformer和 BiLSTM, 平均提升幅度均超过

18.6%. 提升中等的模型包括 GRU、SCINet和 DLinear, 平均提升幅度为 10.5%–14.5%. SAC-MWF对 TimeMixer、

 

表 2　历史窗口=12, 预测窗口=4时, 预测损失 MSE
对比

 

模型 项目
数据集

Azure2021 Google2019 SockShop

BiLSTM
对比方法 0.238 0.497 0.325
SAC-MWF 0.105 0.491 0.314

GRU
对比方法 0.129 0.501 0.364
SAC-MWF 0.105 0.492 0.314

TCN
对比方法 0.126 0.510 0.361
SAC-MWF 0.105 0.497 0.314

Crossformer
对比方法 0.189 0.559 0.397
SAC-MWF 0.116 0.517 0.313

Informer
对比方法 0.155 0.632 0.332
SAC-MWF 0.094 0.500 0.319

iTransformer
对比方法 0.131 0.516 0.305
SAC-MWF 0.104 0.509 0.304

SCINet
对比方法 0.139 0.563 0.339
SAC-MWF 0.105 0.519 0.312

TimeMixer
对比方法 0.130 0.508 0.357
SAC-MWF 0.105 0.499 0.310

DLinear
对比方法 0.132 0.541 0.357
SAC-MWF 0.105 0.522 0.314

 

表 3　历史窗口=24, 预测窗口=8时, 预测损失 MSE
对比

 

模型 项目
数据集

Azure2021 Google2019 SockShop

BiLSTM
对比方法 0.239 0.522 0.336
SAC-MWF 0.170 0.475 0.313

GRU
对比方法 0.166 0.524 0.481
SAC-MWF 0.152 0.478 0.336

TCN
对比方法 0.167 0.556 0.416
SAC-MWF 0.147 0.536 0.319

Crossformer
对比方法 0.265 0.535 0.414
SAC-MWF 0.172 0.476 0.326

Informer
对比方法 0.174 0.550 0.322
SAC-MWF 0.156 0.539 0.266

iTransformer
对比方法 0.177 0.573 0.311
SAC-MWF 0.170 0.535 0.302

SCINet
对比方法 0.159 0.699 0.368
SAC-MWF 0.142 0.558 0.303

TimeMixer
对比方法 0.162 0.534 0.370
SAC-MWF 0.144 0.526 0.340

DLinear
对比方法 0.161 0.534 0.413
SAC-MWF 0.146 0.479 0.218

 

表 4　历史窗口=48, 预测窗口=16时, 预测损失 MSE
对比

 

模型 项目
数据集

Azure2021 Google2019 SockShop

BiLSTM
对比方法 0.238 0.569 0.335
SAC-MWF 0.180 0.552 0.219

GRU
对比方法 0.183 0.568 0.429
SAC-MWF 0.176 0.560 0.244

TCN
对比方法 0.192 0.591 0.194
SAC-MWF 0.176 0.584 0.186

Crossformer
对比方法 0.242 0.662 0.370
SAC-MWF 0.181 0.593 0.220

Informer
对比方法 0.211 0.591 0.322
SAC-MWF 0.185 0.562 0.212

iTransformer
对比方法 0.228 0.653 0.144
SAC-MWF 0.178 0.595 0.185

SCINet
对比方法 0.204 0.666 0.231
SAC-MWF 0.176 0.597 0.184

TimeMixer
对比方法 0.195 0.579 0.165
SAC-MWF 0.177 0.559 0.185

DLinear
对比方法 0.193 0.580 0.187
SAC-MWF 0.176 0.559 0.185

 

表 5　历史窗口=96, 预测窗口=48时, 预测损失 MSE
对比

 

模型 项目
数据集

Azure2021 Google2019 SockShop

BiLSTM
对比方法 0.241 0.678 0.299
SAC-MWF 0.196 0.657 0.210

GRU
对比方法 0.229 0.673 0.328
SAC-MWF 0.196 0.660 0.221

TCN
对比方法 0.229 0.731 0.164
SAC-MWF 0.202 0.678 0.181

Crossformer
对比方法 0.231 0.760 0.273
SAC-MWF 0.213 0.680 0.212

Informer
对比方法 0.228 0.787 0.574
SAC-MWF 0.208 0.678 0.205

iTransformer
对比方法 0.286 0.771 0.150
SAC-MWF 0.206 0.681 0.161

SCINet
对比方法 0.223 0.774 0.200
SAC-MWF 0.202 0.680 0.198

TimeMixer
对比方法 0.247 0.699 0.156
SAC-MWF 0.197 0.685 0.188

DLinear
对比方法 0.223 0.697 0.167
SAC-MWF 0.196 0.678 0.194
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TCN和 iTransformer的提升幅度相对较小, 但同样有 4.6%–7.8%. 从数据集的角度看, SAC-MWF在 Azure2021数
据集上的效果最明显. 相较于其他数据集, 该数据集的波动较小, 较为稳定. 在 Google2019 数据集上, SAC-MWF
同样显示出一定的提升, 但整体幅度低于 Azure2021. 而在 SockShop数据集上, SAC-MWF的 MSE提升幅度波动

较大, 在部分实验组中出现了负提升. 当预测窗口较大且数据集波动较剧烈时, 简单的MLP模型难以充分捕获特

征序列信息, 这会导致部分特征序列预测值误差较大. 且较大预测窗口对应的状态空间与动作空间更大, 会导致学

习难度升高, 因而部分场景下应用 SAC-MWF后误差增加.

 4.3   消融实验

 4.3.1    特征序列构建方法

为评估各特征序列构建方法的有效性, 本文在 3个数据集上进行消融实验, 选择 BiLSTM、Informer和 DLinear
作为基础预测模型, 设置历史窗口为 96, 预测窗口为 48. 我们设计以下实验组合.

● SAC-MWF: 完整的负载预测集成框架, 保留原始输入序列和全部特征序列.
● w/o Origin: 去除原始输入序列, 保留全部特征序列.
● w/o VC: 去除纵向收缩特征序列, 保留原始输入序列和其他特征序列.
● w/o VE: 去除纵向扩展特征序列, 保留原始输入序列和其他特征序列.
● w/o HC: 去除横向收缩特征序列, 保留原始输入序列和其他特征序列.
● w/o HE: 去除横向扩展特征序列, 保留原始输入序列和其他特征序列.
● w/o CR: 去除横向平移特征序列, 保留原始输入序列和其他特征序列.
特征序列构建策略消融实验结果如后文图 15 所示. 可以看出, 完整的 SAC-MWF 在全部实验组合下取得了

最低的 MSE误差. 在 Azure2021数据集上, 各变体的 MSE误差有所增加但相对接近. 在 Google2019数据集上, 以
Informer和 DLinear为基础预测模型的变体的 MSE误差较为接近. 但在以 BiLSTM为基础预测模型时, w/o HE变

体的 MSE误差增加幅度较大. 在 SockShop数据集上, 各变体的 MSE相差较大, 且在以 BiLSTM和 DLinear为基

础预测模型时, w/o HE变体的 MSE误差明显高于其他变体. 由此可见, 原始序列和各特征序列均有助于提升集成

模型预测准确度, 而横向扩展特征序列 (HE)对于提升模型在 Google2019和 SockShop等波动相对剧烈的数据上

预测准确度尤其有效.
 4.3.2    集成算法

为验证 SAC算法更适合作为 SAC-MWF的集成算法, 本文进一步选择了 PPO算法、自注意力、双层线性层

和平均作为对比集成算法. 实验以 BiLSTM、Crossformer、SCINet作为基础模型, 在全部 3个数据集上开展实验.
选择 96-48和 24-8两组历史窗口-预测窗口设置.

表 6展示了预测窗口为 48时不同集成算法的预测误差, 在所有实验组合中, 以 SAC为集成算法时, 集成模型

的 MSE最小. Azure2021数据集整体波动较小, 集成不同模型的难度相对较低, 因而不同集成算法的预测误差较为

接近. 而在 Google2019数据集和 SockShop数据集上, 数据波动幅度变大, 集成算法的学习难度也相应增加, 因此

不同集成算法之间的预测误差差距增大. 整体来看, 自注意力的集成效果最差, 尤其是在 Google2019-BiLSTM、

SockShop-BiLSTM和 SockShop-Crossformer这 3个实验组合上显著高于其他集成算法. 双层线性层在 Azure2021
和 SockShop数据集上表现优秀, 特别是在 SockShop数据集上, 其预测误差仅次于 SAC. 平均作为最简单的集成

方式表现中等, 既不会因参数学习而出现预测误差过大的问题, 但也无法辨识有用信息与误差以进一步优化集成

效果. SAC 和 PPO 作为两种强化学习集成算法在 Azure2021 上的预测误差十分接近且较低. 但是在复杂数据集

上, PPO算法的集成效果有所下降, 仅比表现最差的自注意力机制略好一些, 但明显差于其他集成算法. 因而在目

标任务场景下, SAC算法无论是集成性能还是稳定性均优于其他方法.
表 7展示了预测窗口大小为 8时不同集成算法的预测误差. 与预测窗口为 48时相比, 不同集成算法的预测误

差差距有所减小. 虽然 SAC仍然在所有实验场景中取得了最优预测误差, 但是和次优算法相比差距较小. 整体来

看, 自注意力仍是表现最差的集成算法. 线性层和平均在短时预测中的表现中等, 在 Azure2021数据集上的表现略
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有下滑, 但在 Google2019 上的表现有所提升. PPO 算法在该场景下同样有所提升, 特别是在 Google2019 数据集

上, 与 SAC算法的预测误差更加接近. 当预测窗口较小时, 强化学习的动作空间和状态空间维度相对更小, 学习难

度更低, 因而 SAC作为集成算法的优势并不突出.
 
 

(a) Azure2021-BiLSTM (b) Azure2021-Informer (c) Azure2021-DLinear

(d) Google2019-BiLSTM (e) Google2019-Informer (f) Google2019-DLinear

(g) SockShop-BiLSTM (h) SockShop-Informer (i) SockShop-DLinear
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图 15　特征序列构建策略消融实验
 
 

表 6　历史窗口=96, 预测窗口=48时, 不同集成方法下模型损失 MSE对比
 

方法
Azure2021 Google2019 SockShop

BiLSTM Crossformer SCINet BiLSTM Crossformer SCINet BiLSTM Crossformer SCINet
SAC 0.179 0.216 0.217 0.568 0.686 0.678 0.218 0.209 0.185
PPO 0.183 0.234 0.227 0.709 0.705 0.712 0.234 0.228 0.224

自注意力 0.231 0.233 0.263 0.694 0.790 0.726 0.439 0.582 0.342
线性层 0.229 0.225 0.228 0.691 0.698 0.695 0.224 0.215 0.194
平均 0.216 0.222 0.238 0.698 0.699 0.694 0.231 0.227 0.218

 
 

表 7　历史窗口=24, 预测窗口=8时, 不同集成方法下模型损失 MSE对比
 

方法
Azure2021 Google2019 SockShop

BiLSTM Crossformer SCINet BiLSTM Crossformer SCINet BiLSTM Crossformer SCINet
SAC 0.156 0.154 0.151 0.541 0.540 0.559 0.294 0.290 0.289
PPO 0.160 0.162 0.153 0.562 0.547 0.576 0.322 0.321 0.321

自注意力 0.167 0.177 0.178 0.625 0.632 0.645 0.361 0.364 0.362
线性层 0.179 0.179 0.173 0.542 0.539 0.561 0.298 0.312 0.294
平均 0.189 0.183 0.180 0.553 0.559 0.564 0.313 0.308 0.316
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 4.3.3    Softmax层
为进一步探究应用 Softmax层的影响, 本文选择全部 9 个对比模型在 3 个数据集上开展实验. 设置历史窗口

为 96, 预测窗口为 48, 每组实验分别设置使用 Softmax和不使用 Softmax两组并进行对比. 实验结果如图 16所示.
可以看出, 移除 Softmax层的 SAC-MWF的预测误差显著增加. 在集成过程中, 应用 Softmax层能将每一预测步长

上的最终预测结果严格限制在多视角预测模型的预测值极值之间. 且因为有 Softmax层进行处理, SAC算法在选

择动作时并不需要太过精细, 即便为单一模型分配极高权重, 也不会造成集成结果的剧烈抖动. 而在去除 Softmax
层后, SAC 算法需要准确地为每一个模型分配权重系数, 这近乎是使用强化学习完成预测任务, 因此其集成效果

明显更差.
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图 16　Softmax层消融实验
 

 4.4   特征序列构建方法超参数实验

为进一步研究特征序列构建中方法超参数设置的影响, 本文以 iTransformer 为基础预测模型在 Google2019
数据集上进行实验. 实验研究的超参数包括: 横向平移比例 p、横向扩展插入间隔 k和纵向扩缩因子 m.

(1) 横向平移比例 p: 横向平移比例影响横向平移序列中保留的原始序列长度. 随着参数增大, 原始序列周期

平移的幅度增大, 原始信息保留减少. 参数 p最大为 1, 对应将原始序列替换为等长度的均值序列. 实验中设置横

向平移比例参数 p在 [0.1, 1]区间内以 0.1为间隔选取.
(2) 横向扩展插入间隔 k: 横向扩展插入间隔影响横向扩展序列的最终长度. 随着参数增大, 插入点的数量逐渐

减少, 特征序列与原始序列逐渐接近. 为充分验证插入点数量和位置对模型预测准确度的影响, 实验中设置横向扩

展插入间隔参数 k最小为 1, 最大为序列长度的一半, 取值间隔为 1. 即插入点数量最小为 2, 最大为原始序列长度.
(3) 纵向扩缩因子 m: 纵向扩缩因子影响纵向扩展序列和纵向收缩序列中趋势变化幅度的处理力度. 随着参数

增大, 纵向扩展序列中的峰值部分逐渐突出, 纵向收缩序列中的峰值削减更加明显. 为避免增强后的峰值数值超出

序列上限而影响特征序列预测准确度, 实验中设置纵向扩缩因子 m在 [0.1, 0.8]区间内以 0.1为间隔选择.
实验结果如图 17 所示. 可以看出, 在不同的历史窗口-预测窗口组合下, 各参数对 SAC-MWF 的影响有所不

同. 对于横向平移比例 p, 随着参数增大, SAC-MWF 的误差整体呈现先增加后减少的变化趋势. 在 12-4 和 96-48
两组实验中, p为 1.0时, SAC-MWF的预测误差最低, 此时对应使用和原始序列等长的均值序列作为横向平移特

征序列. 而在 24-8和 48-16两组实验中, SAC-MWF在 p为 0.1时取得最低预测误差. 横向平移的目的是让模型关

注预测序列增减趋势变化滞后问题, 当 p较小时, 输入特征预测模型的原始序列信息较多, 此时特征预测值可以在

不显著影响大多预测结果的前提下, 提升部分预测步长上的预测准确度. 而当 p较大时, 输入的特征序列接近均值

序列, 此时的特征预测值能够有效修正基础预测值中增减趋势错误的部分. 上述两种情况下, 横向平移策略均能有

效提升模型预测准确度.
对于横向扩展插入间隔 k, 各实验组均有不同的最优参数设置. 在 12-4和 96-48实验组中, SAC-MWF在 k为

5时取得最低误差. 在 24-8实验组中, SAC-MWF在 k为 3时取得最低误差. 而在 48-16实验组中, k为 4时 SAC-
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MWF取得最低误差. 整体来看, 除 12-4实验组外, 随着插入间隔 k的增大, SAC-MWF的预测误差呈现先减少后

增加的变化趋势, 且在转折点处 SAC-MWF的预测误差最低. 当插入间隔 k较小时, 特征序列相较于原始序列扩展

明显, 特征预测模型会在某些预测步长上给出更优预测结果, 但同时也会为其他预测步长引入更大误差. 而当插入

间隔 k较大时, 特征序列与原始序列趋同, 信息增强不明显, 对模型的预测准确度提升有限.
  

(a) 平移比例 p (12-4) (b) 平移比例 p (24-8) (c) 平移比例 p (48-16) (d) 平移比例 p (96-48)

(e) 插入间隔 k (12-4) (f) 插入间隔 k (24-8) (g) 插入间隔 k (48-16) (h) 插入间隔 k (96-48)

(i) 扩缩因子 m (12-4) (j) 扩缩因子 m (24-8) (k) 扩缩因子 m (48-16) (l) 扩缩因子 m (96-48)
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图 17　特征序列构建超参数实验
 

m

对于纵向扩缩因子 m, 整体来看¸ SAC-MWF的预测误差随着参数增大而增加. 在 12-4、24-8和 48-16这 3个
实验组中, 当扩缩因子 m为 0.1时, SAC-MWF的预测误差最低. 而在 96-48实验组中, 当 m为 0.5时, SAC-MWF
的预测误差最低. 纵向扩缩采用指数运算的方式增加或削减序列的增减趋势变化幅度. 当参数   较大时, 纵向扩缩

方法对原始序列的调节显著, 纵向扩展序列波动更加剧烈, 而纵向收缩序列的波动幅度信息则几乎被抹平, 特别是

当纵向扩缩因子 m的取值在 0.7 及以上时, SAC-MWF 的预测误差增加显著. 而在选择合适的参数 m时¸ 纵向扩

缩方法可以有效引导模型关注预测序列趋势增减幅度, 从而增强模型的预测性能.

 4.5   时间开销实验

为充分展现 SAC-MWF的时间开销, 本文对比了 9个基线方法在各数据集上应用 SAC-MWF前后, 每个迭代

的平均训练时间和单次推理时间. 设置历史窗口为 96, 预测窗口为 48.
表 8展示了训练过程中各部分的平均时间开销, 其中基础表示基础预测模型的训练时间, 特征表示全部特征

预测模型的训练时间, 集成表示 SAC智能体的训练时间. 从结果来看, 应用集成学习导致的训练时间增加处在可

接受范围内. 对于基础预测模型部分, DLinear、TCN 等轻量模型的训练时间较短, 而基于 Transformer 结构的模

型 Crossformer和 Informer的平均训练时间较长, SCINet基于堆叠结构捕获信息, 其训练时间同样偏长. 对于特征

序列预测模型, 由于 SAC-MWF的特征提取采用简单的数学计算, 而预测模型为双层MLP, 因而其时间开销较低,
全部特征预测模型单次迭代时间总和仅为约 0.13 s. 对于 SAC集成部分, 其时间开销主要包括基础模型预测、SAC
集成和网络更新等. 结合表 9 中的基础列可以看出, 对于平均推理时间较长的基础模型如 Crossformer、SCINet
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等, SAC算法的训练速度较慢, 而对于 TCN等推理速度快的模型, SAC的训练速度也更快. 整体来看, SAC的单次

迭代时间大部分在 1.2–2.0 s, 虽高于 DLinear等轻量模型, 但与 Crossformer、SCINet等高开销模型相比训练时间

较短, 因而应用 SAC-MWF并不会造成训练时间的大幅增加.
  

表 8　模型每轮的平均训练时间对比 (s)
 

模型
Azure2021 Google2019 SockShop

基础 特征 集成 基础 特征 集成 基础 特征 集成

BiLSTM 2.51

0.15

2.02 2.23

0.13

1.81 2.10

0.13

1.73
GRU 0.81 1.22 0.71 1.16 0.67 1.14
TCN 0.49 1.33 0.41 1.14 0.38 1.03

Informer 3.01 2.08 2.67 1.88 2.49 1.83
Crossformer 5.75 3.47 5.12 2.83 4.73 2.93
iTransformer 0.98 1.63 0.87 1.33 0.82 1.26
DLinear 0.19 1.57 0.17 1.08 0.16 1.33

TimeMixer 1.54 1.65 1.37 1.44 1.27 1.42
SCINet 3.05 2.30 2.70 1.84 2.51 1.82

 
  

表 9　各模型平均推理时间对比 (ms)
 

模型
Azure2021 Google2019 SockShop

基础 特征 集成 基础 特征 集成 基础 特征 集成

BiLSTM 13.96

1.38

1.68 9.24

1.64

2.98 13.48

1.32

1.22
GRU 2.99 2.61 2.99 2.99 2.36 2.30
TCN 1.00 3.60 1.00 3.07 1.00 3.09

Informer 11.81 1.56 10.76 2.28 11.27 2.36
Crossformer 17.58 5.85 19.43 4.83 17.38 6.06
iTransformer 2.99 2.61 2.99 2.48 2.99 3.66
DLinear 1.01 1.60 1.00 3.34 1.00 2.47

TimeMixer 6.97 1.62 4.99 2.34 6.31 1.72
SCINet 6.30 2.81 5.99 3.34 7.28 3.37

 

表 9展示了 SAC-MWF中各部分的平均单次推理时间, 其中基础表示各基础预测模型单次推理的时间, 特征

表示全部特征预测模型单次推理的累计时间, 集成表示 SAC算法从接收多视角预测模型预测结果到生成最终预

测结果的单次计算耗时. 从结果来看, TCN、DLinear 等轻量模型的推理速度同样较快, 单次推理时间仅为 1 ms.
基于 Transformer的模型 Crossformer和 Informer的单次推理耗时较长, 均超过了 10 ms. SAC-MWF中全部特征预

测模型的单次推理时间总和约为 1.4 ms, 其时间开销与 TCN 等轻量级模型相当. 集成推理部分的单次推理时间

为 1.2–6.1 ms, 与 9个对比模型的推理时间相比处于中等水平, 最差时长与 SCINet等模型的中等开销相当. 因此,
SAC-MWF在实现预测准确度提升的同时, 其计算效率也处于中高水平.

 5   总　结

通过多视角提取序列特征以增强模型信息捕获能力已被证明是一种有效的策略, 基于不同特征序列生成的预

测结果之间存在互补性, 而这种互补性可用于构建更大的预测模型. 然而, 现有方法大多采用固化结构进行特征提

取, 很难将不同组件融合使用. 因此, 本文提出了一个基于 SAC的多视角工作负载预测集成框架 SAC-MWF, 通过

低成本特征序列构建与动态权重分配策略, 有效提升了多种基线模型的负载预测准确度. SAC-MWF通过横向扩

展等数学变换生成的多视角特征序列, 有效引导模型关注增减趋势、峰值幅度、滞后等序列信息. 而 SAC算法的

熵正则化策略则为高维数据场景下动态集成提供了良好解决方案. 此外, 框架在计算效率与预测准确度的均衡性

上表现优秀, 其轻量化特征预测模型与离线训练机制使其能更好地适应目标场景. 通过在 3个工作负载数据集上

进行实验验证, SAC-MWF可将不同基线模型的预测误差平均降低 4.6%–21.7%, 而时间开销并没有显著增加.
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尽管 SAC-MWF 的有效性得到验证, 但其在目标场景中仍有一定改进空间. 其一, 虽然现有特征序列构建方

法在集成框架内能够实现预期目标, 但在长时预测任务上的效果有限. 因而需要寻找能够生成具备更强互补性的

特征序列的构建方法, 以进一步提高 SAC-MWF 的通用性. 其二, 在本文的设计中, 特征预测模型统一使用 MLP.
此举的目的是保证良好预测准确度的同时尽可能降低资源开销. 然而, 在综合考虑预测性能和资源开销时, MLP
不一定是最优模型. 因而可以进一步平衡集成模型的性能提升和运行时开销增加, 以构建出更具性价比的预测模型.
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