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近年来, 随着深度学习技术的飞速发展, 基于大规模预训练的语言模型 (large language model, LLM)在自然语

言处理领域取得了前所未有的突破, 并且在代码生成、软件测试、程序分析与优化等软件工程任务中展现出强大

的潜力与广泛的应用前景. 作为具备深度语义理解与生成能力的通用人工智能模型, 大语言模型的崛起正在重新

定义传统的软件质量保障方法, 为软件工程的自动化和智能化注入了新的活力. 同时, 软件质量保障作为确保软件

系统在功能性、性能、可靠性和安全性等方面满足设计规范和用户期望的关键环节, 其传统方法难以适应现代软

件系统日益增长的规模与复杂性. 特别是在开源软件、企业级应用和芯片设计程序等高度复杂的应用场景中, 传
统方法的自动化与智能化程度难以满足实际需求.

在这一背景下, 大语言模型赋能的软件质量保障研究逐渐成为学术界与工业界备受瞩目的研究方向. 大语言

模型不仅具备强大的代码理解与生成能力, 且在软件测试、代码优化、代码翻译等关键任务中取得显著效果. 其
大规模预训练范式和高扩展性, 使其成为构建智能化软件质量保障工具的重要技术支撑. 然而, 如何有效地将大语

言模型与现有的软件工程实践深度融合, 构建面向实际应用的智能化系统, 依然存在诸多挑战.
基于上述背景, 本专题聚焦于“大模型赋能的软件质量保障 (LLM4QA)”领域, 旨在探讨大语言模型在软件质

量保障中的前沿研究与最新进展, 关注大模型应用的技术原理、系统实现与实验评估, 展示多样化的研究成果与

创新方案, 探索大模型在促进软件开发和维护过程中的潜力与前景. 本专题特别关注以下几个关键研究方向: 大语

言模型在软件测试技术、代码优化与重构技术、代码翻译技术、代码生成中的许可证合规风险评估, 以及多智能

体协作等任务中的应用. 希望通过本专题的研究成果, 促进大语言模型与软件质量保障领域的深度融合, 推动理论

与实践的协同创新, 为软件工程的自动化与智能化发展提供参考与借鉴.
本专题公开征文, 共收到投稿 24篇. 所有稿件均通过形式审查, 涵盖大语言模型在软件质量保障中的应用与

实践等方面. 经过特邀编辑的初审与复审、CCF ChinaSoft 2024会议宣读以及终审环节, 历时 6个月, 共有 8篇高

质量论文入选本专题. 这些论文从多个视角探讨了大语言模型在软件质量保障中的应用, 主要内容分为以下 5个
主题.

(1) 大模型赋能的软件测试方法

《基于大语言模型的模糊测试研究综述》对现有的基于大语言模型的模糊测试技术的研究发展现状进行了

全面的分析和总结, 概述了模糊测试的整体流程和模糊测试研究中常用的大语言模型相关技术, 讨论了大模型时

代之前的基于深度学习的模糊测试方法的局限性, 分析了大语言模型在模糊测试方法中不同环节的应用方式, 探
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讨了大语言模型技术在模糊测试中的主要挑战和今后可能的发展方向.
《Java程序资源泄露缺陷检测: 传统模型和语言模型的有效性分析》研究了基于深度学习、基于小模型和基

于大模型的检测方法在资源泄露检测任务中的有效性, 并探究了提示词增强、微调以及静态分析与大模型结合的

多种改进方式, 并从资源泄露根本原因、资源种类、代码复杂度等多个维度分析了不同模型的表现, 通过实验证

明了微调技术能够显著提升大模型在资源泄露检测领域的检测效果, 不同模型在识别常规路径下未关闭资源的缺

陷的能力, 以及代码复杂度对基于深度学习的检测方法的影响.
《智能化芯片设计程序测试研究综述》从测试输入生成、测试预言构造及测试执行优化这 3个角度对芯片

设计程序智能化测试已有成果进行了系统总结, 重点关注芯片设计程序测试方法从机器学习阶段、深度学习阶段

到大语言模型阶段的演化, 探讨了不同阶段方法在提高测试效率和覆盖率、降低测试成本等方面的潜力, 整理了

芯片设计程序测试领域的研究数据集和工具, 并展望了大模型下的芯片设计程序质量保障未来的发展方向和挑战.
(2) 大模型赋能的代码分析与优化

《大语言模型在代码优化任务中的能力探究及改进方法》探讨了大语言模型和传统小规模预训练模型在自

动代码优化任务的表现, 评估了大语言模型在该任务上的综合优势, 提出了基于 Unidiff的代码优化评估指标, 对
优化过程中的变更操作进行量化, 并提出了 LLM-Voter方法集成不同模型的优势以提升代码优化质量.

《基于大语言模型的长方法分解》提出了一种新的自动分解长方法的模型 Lsplitter, 其通过大语言模型与启

发式规则相结合, 在实际 Java项目中实现了显著的优化效果.
(3) 大模型赋能的代码翻译技术

《LLM 赋能的 Datalog 代码翻译技术及增量程序分析框架》提出了一个基于大语言模型的 Datalog 代码翻

译框架, 通过分治翻译策略、基于少样本提示和思维链提示的提示工程、基于检查-反馈-修复的迭代纠错机制,
在不同 Datalog 方言之间实现高精度代码翻译, 实现了高精度代码转换和增量程序分析, 加速了跨方言程序分析

任务.
(4) 大模型下的开源许可证分析

《大模型生成代码的开源许可证违规风险洞察与分析》聚焦于大模型生成代码与开源仓库的许可证违规风

险, 研发了一种代码克隆检测框架, 揭示了大模型生成代码的溯源与版权违规问题, 并分析了代码克隆与许可证缺

失的实际比例, 探讨了大模型代码生成对开源软件生态的影响.
(5) 大模型赋能的多智能体协作系统

《基于大语言模型的多智能体协作代码评审人推荐》提出了一种多智能体协作框架, 基于代码变更和评审人

画像, 推荐合适的代码评审人, 显著提高了推荐性能与可解释性.
本专题主要面向系统软件、软件工程、人工智能等领域的研究人员和工程人员, 展示了我国学者在大语言模

型赋能的软件质量保障领域的深度探索和前沿进展, 涵盖了软件测试、代码优化、代码翻译、开源合规分析与多

智能体协作等关键方向. 感谢《软件学报》编委会、系统软件专委会和软件工程专委会对专题工作的指导和帮

助, 感谢专题全体评审专家及时、耐心、细致的评审工作, 感谢踊跃投稿的所有作者. 希望本专题的研究成果能够

启发更多学术界与工业界的研究者, 推动大模型在软件质量保障领域的持续发展与技术进步.
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