
 

离散语音情感识别研究进展
*

郭丽丽 1,    王龙标 2,3,    党建武 2,3,4,    丁世飞 1

1(中国矿业大学 计算机科学与技术学院, 江苏 徐州 221116)
2(天津大学 智能与计算学部, 天津 300350)
3(天津市认知计算与应用重点实验室 (天津大学), 天津 300350)
4(Japan Advanced Institute of Science and Technology, Ishikawa 9231292, Japan)

通信作者: 王龙标, E-mail: longbiao_wang@tju.edu.cn; 丁世飞, E-mail: dingsf@cumt.edu.cn

摘　要: 语音情感识别是情感计算的重要组成部分, 在人机交互中占据重要的地位. 准确地识别说话人的情感信息,
有助于机器更好地理解用户的意图, 进而提供良好的交互性以提升用户的体验. 以离散语音情感为对象, 对语音情

感识别的理论和方法进行综述. 首先在全面回顾情感识别发展历程的同时, 提出一个语音情感识别综述框架. 其次,
介绍情感描述方法以及常用的情感语料库, 旨在为语音情感识别提供基础支撑. 然后, 概述语音情感识别过程, 主
要包括特征提取和识别模型, 重点归纳总结传统分类模型、经典深度模型、其他先进模型, 并介绍常用的评价指

标, 同时基于评价指标对模型进行总结. 最后, 探讨语音情感识别领域所面临的挑战, 并对未来的发展趋势进行展望.
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Abstract:  Speech  emotion  recognition  is  an  important  part  of  affective  computing  and  plays  an  important  role  in  human-computer
interaction.  Accurately  distinguishing  emotions  helps  machines  understand  users’  intentions  and  provide  better  interactivity  to  enhance  user
experience.  This  study  reviews  the  theories  and  methods  of  speech  emotion  recognition  focusing  on  discrete  speech  emotions.  Firstly,  the
study  reviews  the  development  of  emotion  recognition  and  presents  an  architecture  of  speech  emotion  recognition  to  summarize  research
progress.  Secondly,  emotion  representation  models  and  commonly  used  corpora  are  introduced  to  provide  basic  support  for  speech  emotion
recognition.  Then,  the  process  of  speech  emotion  recognition  is  outlined,  including  feature  extraction  and  recognition  models,  with  a  focus
on  traditional  classification  models,  classical  deep  models,  and  other  advanced  models.  Meanwhile,  commonly  used  evaluation  indicators
are  introduced  and  applied  to  provide  a  summary  of  models.  Finally,  the  study  discusses  the  challenges  in  speech  emotion  recognition  and
suggests possible directions for future research.
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情感是人类生存和进化过程中形成意图表达的方式之一, 在人际交往过程中起着极其重要的作用. 人类的智

能除了体现在正常的逻辑推理和理性思维能力之外, 还有情感生成和感知能力. 情感理解是人类智能的重要体现,
甚至在理性行为和决策中起到至关重要的作用. 情感状态的任何细微改变都有可能对主观创造性以及问题解决产

生重要的影响. 情感可以帮助人们更好地理解说话者的意图, 从而促进交流沟通. 既然情感能帮助人类更好地理解

彼此, 那么我们希望计算机同样也具备情感能力 [1].
语音作为人类最基本、有效的沟通方式, 其中蕴含着丰富的情感信息 [2]. 目前许多的人机交互产品, 如苹果的

Siri、微软的 Cortana、谷歌的 Google Assistant等, 都是以语音交互为主. 由此, 大量的情感识别研究基于语音信

号开展. 语音情感识别 (speech emotion recognition, SER)在人机交互中应用十分广泛, 对人们的工作和生活带来巨

大的影响. 例如, 在智能客服中, 通过实时检测客户的情绪变化, 并给予适当回应来提高服务质量 [3], 当检测到用户

情绪焦虑、激烈不满时, 可以给予安慰并及时转为人工服务, 达到优化用户体验的目的. 在教育上, 通过检测课堂

的互动信息, 实时分析学生的表现, 并进行情绪分析, 以得到学生兴趣度和知识接受度的实时反馈, 进而辅助课题

教学 [2]. 在医疗上, 医生可以通过情感监测系统跟踪精神疾病、抑郁症等患者的情感变化, 从而给疾病诊断和治疗

提供一种参考 [4]. 在驾驶方面, 通过对驾驶员语速、音量、清晰度等因素的分析, 可以实时检测其情绪状况, 当驾

驶员呈现疲劳或情绪激动的时候给以提醒, 尽可能地避免交通事故的出现 [5]. 此外, 语音情感识别还在刑事侦查、

情感陪护、虚拟现实、信息检索、安全监测等多方面发挥作用, 拥有十分广阔的应用场景. 可见, 语音情感识别有

助于推动新型人机交互环境的开发. 总之, 语音情感识别已经成为一个非常重要的研究课题, 无论从学术研究价

值, 还是从实际应用前景的角度来看, 语音情感识别均有重大的研究价值.
语音情感识别经历了 30多年的发展, 逐渐受到了国内外研究学者的广泛关注. 经典的语音情感识别框架首先

是提取声学特征; 然后将这些特征输入到分类模型中完成情感识别 [6]. 早期的语音情感识别研究都是基于启发式

特征 (如基频、能量、梅尔频率倒谱系数等) 展开, 其中常用的识别算法包括隐马尔可夫模型 (hidden Markov
model, HMM)[7]、高斯混合模型 (Gaussian mixture model, GMM)[8]、支持向量机 (support vector machine, SVM)[9]

等. 此外, 还有一些基于决策树 (decision tree, DT), K近邻 (K-nearest neighbor, KNN), K均值 (K-means), 朴素贝叶

斯 (naive Bayes)的方法. 近年来, 随着深度学习的发展与进步, 提出了一些基于深度学习的模型, 如深度神经网络

(deep neural network, DNN)、循环神经网络 (recurrent neural network, RNN)、长短时记忆网络 (long short-term
memory, LSTM)等. 由于人对语音情感识别的认知是有局限性的, 单纯利用启发式特征很难提取到丰富全面的特

征. 近几年基于振幅时频特征的语音情感识别研究发展迅速, 并提出了一些经典模型. 目前, 利用卷积神经网络

(convolutional neural network, CNN)从振幅时频特征中提取深度声学特征也成为语音情感识别领域最常用的方法

之一 [10].
语音情感识别通常包含语音信号输入、情感特征提取和识别 3个主要部分. 此外, 语音情感识别的完整过程

还需要另外两个基础工作的支撑, 即情感空间描述和情感数据库. 虽然已经有一些综述论文对语音情感识别的相

关内容进行了总结 [11–13], 但早期的综述对语音情感特征总结的不够全面, 缺失相位相关特征的介绍. 此外, 在总结

识别模型的时候没有包括最新的进展, 缺乏对经典深度模型和其先进模型的总结. 为了给对语音情感识别感兴趣

的研究者提供一个综合的指导, 本文对离散语音情感识别进行了综述, 主要贡献如下.
• 我们对语音情感识别进行了全面、广泛的概述, 并提出一个综述框架如图 1所示, 以概括语音情感识别领域

的研究进展. 它为理解语音情感识别提供了坚实的基础, 并可作为设计和使用不同的情感识别方法的指南.
• 和以往语音情感识别综述论文不同, 本综述介绍了相位相关特征, 并对利用振幅与相位信息互补的语音情感

识别模型进行了总结.
• 为了更好地理解现有的 SER分类模型, 本文不仅介绍了传统的 SER分类模型和经典的深度模型, 还总结概

括了近些年提出的先进 SER 模型, 如基于相位信息、Transformer、图神经网络 (graph convolutional network,
GCN)的方法.

• 经过对识别方法进行全面的分析, 我们确定了基于语音信号的情感识别中仍然有待解决的关键挑战, 并展望

了未来发展的 5个方向.
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图 1　语音情感识别综述框架
 

本文第 1节介绍两种主流的情感描述方法, 并介绍常用的情感语料库. 第 2节概述常用的声学特征, 包括韵律

特征、谱特征和音质特征, 还介绍相位特征. 第 3节总结归纳语音情感识别中的传统分类模型、经典深度模型和

其他先进模型, 同时介绍常用的评价指标, 并对各种模型进行总结. 最后对语音情感识别所面临的挑战和发展趋势

进行总结与展望. 

1   情感分类与表示及其情感数据库

对情感的定义和描述是实现语音情感识别系统的前提. 本节首先对情感描述方法进行概述; 然后, 总结介绍情

感相关的语料库. 

1.1   情感描述方法

关于情感状态的描述, 研究者提出了许多不同的方式. 在 20世纪提出了 90多个情感定义. 然而, 关于情感的

定义还没有达成共识, 它仍然是心理学上一个悬而未决的问题. 情感是一种复杂的心理状态, 由个人经历、生理、

行为和交流反应等几部分组成 [13]. 基于这些定义, 有两种常见的情感描述方法被提出: 离散情感描述和维度情感

描述.
离散情感理论又包括基本情感和复合情感. 基本情感模型把情感描述为几类独立的情感类别, 如: 高兴、生气、

愤怒等. 在多年的发展中, 对于情感类别的定义也是大不相同. 1990年, 美国神经学科学家 Oitony等人 [14]对基本

型类型进行了总结. 但究竟情感可以分为哪些类别, 至今还存有争议. 目前, 研究者普遍承认的是美国心理学家

Ekman提出的 6大基本情感 [15], 包括恐惧 (fear)、生气 (anger)、讨厌 (disgust)、高兴 (joy)、惊奇 (surprise)和悲

伤 (sadness)这 6种. 然而, 在实际应用中, 中性 (neutral)类别也经常出现, 于是构成了常见的 7种基本情感. 另外,
还有由几种基本情感一起组成的复合情感, 也被称作情感调色板理论 [16]. 大多数的语音情感识别系统基于基本的

情感类别开展. 在日常生活中, 情感类别的标签是直观的, 人们通常使用离散情感模型来定义他们所观察到的情

感. 但这些离散的情感类别并不能定义日常交流中观察到的一些复杂的情绪状态.
和离散情感不同, 在维度情感模型中情感被看成是由一个多维的维度空间来描述的, 情感之间是连续变化的.

维度空间里的维度表示情感的属性, 如效价 (valence), 唤醒度 (arousal), 期望度 (expectation), 优势度 (dominance)
等. 在这些维度的表示下, 情感被量化成多维空间里的一个坐标点, 而坐标点的值体现了情感在该维度上的强度.
在维度模型中, 情感不是彼此独立的, 是可以相互类推的. 目前, 被大众认可并广泛使用的维度空间是“唤醒度-效
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价”二维情感空间表示 [17]. 其中, 唤醒度用于描述说话人情感的激烈程度, 效价维度则用于评价说话人情感的正负

性程度. 由于维度情感描述可以实现对情感连续性变化的追踪, 所以这种表示方法也受到研究者的关注.
离散情感和维度情感都有各自的研究价值, 看似对立实则是可以相互转化, 研究者需要根据具体的任务选择

合理的情感描述方式. 离散情感模型主要反映的是人类的基本情感类型, 区分较为清晰, 具有天然的可解释性 [11],
更加符合人类的直觉和常识, 与人类的语言和语义接轨. 而维度情感是把人类主观情感量化为客观数值的过程, 不
够直观, 可能需要特殊的训练来标记 [18]. 不仅繁琐而且难以确保质量, 并且匮乏一致认可的评价标准. 此外, 有些

情感的纬度表示相似, 如生气和害怕. 从模型复杂度而言, 离散情感模型较为直观、简洁、易懂, 有利于开展相关

的研究工作. 因此, 目前的情感识别研究中, 基于离散情感描述的方法占据主流地位 [19], 本文以离散情感为主要研

究对象进行综述. 

1.2   情感数据库

合适的情感语音数据库是进行语音情感识别的必要先决条件 [20], 数据库的质量和类型决定了情感识别系统

的可靠性和用途. 因此, 应该仔细设计和收集数据库 [21]. 由于情感数据本身的多样性, 录制和采集并没有统一的标

准. 收集数据库的目标和方法因系统开发的动机而异. 依据情感语音产生方式的不同, 语音情感数据库可以分为

3类: 表演型情感数据库, 诱导型情感数据库和自然型情感数据库.
表 1简要地总结了每种数据库类型的优缺点.

 
 

表 1　不同类型数据库在语音情感识别中的特性
 

数据库类型 优点 缺点

表演型 标准、情感覆盖范围广、结果易于比较 数据库建设成本大、缺乏语境、缺乏自然的情感

诱导型 更贴近自然、有上下文信息 上下文是人为的、并非所有情感都可用、数据不平衡

自然型 自然的表达和真实情感、数据库建设成本低
版权和隐私问题、背景噪音的存在、话语中多种情感同时发生
和话语本身的重叠

 

表演型数据是由经验丰富和训练有素的演员在隔音工作室中录制的, 演员要用不同的情感去演绎给定的句

子. 与其他类型相比, 这种数据库可操作性比较强, 录制也相对容易, 被认为是获得各种语音情感数据库的最简单

的方法. 通过演绎, 可以得到所有的情感类别, 且音频质量高, 避免了麦克风距离、编解码器效应、噪声和混响数

据等记录问题. 这是标准且最为常见的数据库. 一般来说, 模拟的情感往往比真实情绪更具有表现力 [22], 当训练和

测试多是模型情感的时候, 识别精度会很高. 但是, 研究人员指出, 表演的情感不能反映现实生活中的真实情感, 甚
至可能被夸大, 从而离人类真实情感有明显差异, 这会降低对真实情感的识别率.

诱导型数据是将说话人置于能够激发各种情绪的模拟环境中来录制的 [23]. 这些数据有时是通过受试者与计算

机进行语言交互来记录, 而计算机的语言反应则由人类在受试者不知情的情况下控制. 通过与受试者对话产生不同

的语境状态, 从而诱发受试者主动表达出不同的情感类别. 虽然这可能不会产生所有类别的情绪, 但它们很接近人类

自然环境下的真实情绪, 录制起来也比较容易. 与表演数据库相比, 这些数据库可能更自然, 包含了上下文信息.
与以上两种情感数据不同, 自然情感数据库是从现实生活中录制的自然语料. 数据的情感是自然且真实的, 对

真实世界的情感建模很有帮助. 这些数据来源于谈话节目、呼叫中心对话、公共场所录音等, 录制成本比较低. 但
是, 通常这种数据是在说话人毫不知情的情况下录制的, 便会造成伦理和法律的问题, 因此这种自然情感数据的获

取也是有难度的. 在情感标注过程中, 对情感的判别会出现分歧, 不同的标注者可能会给一句话赋予不同的标签,
这个问题在自然数据库中更为突出. 另外, 自然对话包含不受控制的噪音、重叠的谈话和多种情绪同时发生等情

况, 在识别方面存在困难 [24].
数据库的准确性还取决于情感的数量和类型. 例如, 悲伤和无聊、愤怒和高兴的声学特征非常相似, 分类器很

容易将他们混淆. 由于不同的数据库包含不同数量和类型的情感, 因此无法对他们的结果进行直接比较. 目前, 依
靠自发、表演、诱发的机制已经建立了许多的情感数据库, 同时根据第 1.1节介绍的情感描述方法可以分为离散

数据和维度数据. 不过, 语音情感识别领域以离散情感数据库居多, 表 2总结了一些重要的离散情感数据库.
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表 2　常用情感数据库总结
 

数据库名称 类型 语种 描述 情感 模态

Emo-DB[25]
表演 德语

德国柏林工业大学录制, 10个说话人 (5男5女) 对
10个句子进行演绎, 包含800句语料

愤怒、无聊、厌恶、高兴、
恐惧、悲伤、中性

音频

CASIA[26]
表演 普通话

中国科学院自动化研究所录制, 由4个说话人 (2
男2女) 对500句文本进行演绎, 最终保留9 600句

高兴、悲伤、愤怒、恐惧、
中性、惊喜

音频

eNTERFACE[27]
诱导 英语

42个受试 (34男8女) 听6个连续的短篇小说, 并根
据每个短篇小说引发的特定的情感作出反应, 共
计1 116段视频序列

愤怒、讨厌、恐惧、高兴、
悲伤、惊喜

音频/视频

IEMOCAP[28] 表演/自然 英语

南加利福尼亚大学录制, 由10个说话人 (5男5女)
进行5个session的会话, 包括即兴自发和演绎两
种类型, 共约12 h

广泛使用的是愤怒、高兴、
悲伤、中性4类情感

音频/视频

CASS[29] 自然 普通话
收集汉语口语, 包含语音转录的自然语音, 7个说
话人 (2男3女), 共计6 h音频

愤怒、恐惧、高兴、悲伤、
惊喜、中性

音频

FAU AIBO[30]
自然 德语

通过51个小孩与索尼公司的AIBO机器狗进行自
然交互, 进行情感数据的采集, 共计9 h音频

快乐、愤怒、中性等11种
情感

音频

Belfast[31] 表演 英语
由Queen大学对40名受试者  (年龄在18–69岁之
间, 20男20女) 对5个段落进行演绎

生气、悲伤、高兴、恐惧、
中性

音频

CHEAVD[32]
自然 普通话

包含了取自电影、电视剧和脱口秀的140 min的
情感话语, 共计约2 322个样本记录

除常见的基本情感, 还标注
了骄傲、窘迫等一些非典
型情感

音频/视频

JAVED[33]
表演 日语

数据从脚本对话和独白中收集, 由24名男性进行
演绎, 共包含100 min数据

高兴、愤怒、悲伤、中性
和满足

音频/视频

HEU Emotion[34] 半自然 普通话
该数据库分为两部分 , 第1部分收集自Tumblr、
Google和gypsy, 第2部分收集自电影、电视剧和
综艺节目

愤怒、无聊、失望、困惑、
恐惧、厌恶、高兴、中性、
悲伤和惊讶等10种情绪

音频/视频

EMOVO[35]
表演 意大利语

第1个意大利情感语料库, 由6名 (3男3女) 演绎而
来, 含有588条语音样本

厌恶、喜悦、恐惧、惊讶、
悲伤、喜悦和中性

音频

  

2   语音情感特征

特征抽取是情感识别的重要组成部分, 抽取的特征质量会对情感识别的最终结果产生直接影响. 因此, 如何筛

选和提取出足够有效的情感特征是情感识别的一个挑战性问题. 为了探究声学信号中哪些特征可以有效地表征说

话人的情感状态, 研究学者们结合语音语言学、生理学、心理学等多个学科基础进行了充分和深入研究 [36]. 人类

在识别情感的时候, 会从声音的大小、高低、音色等各方面的特性去感知. 比如, 当说话人生气时, 语调升高、语

速加快; 悲伤时, 语调低沉、语速缓慢. 听者可以轻易地通过这些特征去感受说话人的情绪. 研究者基于此设计了

一些启发式特征, 可以反映人类感知情感的知识. 当前, 用于语音情感识别的声学特征主要分为 3 类: 韵律特征、

谱特征和音质特征. 此外, 近几年, 研究者开始探究相位相关特征的作用, 并已验证相位信息具有情感判别能力.
表 3对不同种类的语音特征进行了汇总, 详细介绍在后面小节中展开.
 
 

表 3　语音特征总结
 

特征种类 具体特征

韵律特征 时长 (duration)、基频 (F0)、能量 (energy)

谱特征
对数频率功率系数 (LFPC)、线性预测倒谱系数 (LPCC)、

梅尔频率倒谱系数 (MFCC)、伽马通滤波器倒谱系数 (GFCC)

音质特征
声门参数 (glottal parameter)、频率微扰 (jitter)、
振幅微扰 (shimmer)、谐波噪声比 (HNR) 等

相位特征
群延迟 (GD)、改进群延迟倒谱系数 (MGDCC)、

相对相位 (RP)、动态相对相位 (DRP) 等
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2.1   韵律特征

韵律特征 (prosodic feature)也称作“超音段特征”或“超语言学特征”, 是指语音中凌驾于语义符号之上的音高、

音长、快慢和轻重等可以被人类感知的特征, 是语音情感表达的重要形式之一 [11]. 它的存在影响着一句话的语速、

停顿、音调等主观感受, 这些特征携带有重要的情感信息. 最广泛使用的韵律特征包括时长 (duration)、基频

(fundamental frequency, F0)、能量 (energy)等相关的特征. 其中, F0是基本频率, 由声带的振动产生的. 在话语过

程中基频的变化会产生基频轮廓, 其统计值可以用作声学特征. 基频产生了说话的节奏和音调, 在很大程度上反映

了不同情感状态. 例如, 当音调较高时表达的情感可能是高兴或者愤怒; 而当音调较低时可能表示的是悲伤. 能量

被称为音量或强度, 反映了声学信号的幅度随时间的变化. 研究表明愤怒、快乐或惊讶等高唤醒情绪会能量增加,
而厌恶和悲伤会能量降低 [37]. 持续时间是指在演讲中形成元音、单词以及类似结构的时间. 语音速度、沉默区持

续时间、清音区和清音区持续时间等是使用最为广泛的时长相关特征.
关于韵律特征有许多不同方面的研究, 如 Frick等人 [38]研究了韵律特征与情感状态的关系. Busso等人 [39]分析

了各种 F0轮廓的统计数据, 从而找到情感突出的时刻. Origlia 等人 [40]使用基频和能量相关的最大、最小、平均、

标准差等统计计算组成了一个 31 维的韵律特征集, 在一个包含有多语种情感语料库上取得近 60% 的识别率.
Seppänen等人 [41]使用基频、能量、时长相关的 43 维全局韵律特征进行芬兰语的情感识别, 在说话人独立的情况

下取得了 60%的识别率. 文献 [42]分别将基频、能量、时长等韵律特征用于德语语料的说话人独立的情感识别

和汉语普通话的说话人不独立的情感识别, 分别得到了 51%和 88%的情感识别率. Luengo 等人 [43]在情感语音上

进行了一系列的韵律特征分析研究. 经过特征选择与分析, 最后结合基频均值、能量均值、基频方差、基频对数

的斜交、基频对数的动态范围和能量对数的动态范围具有良好的情感判别能力. 研究表明, 当使用韵律特征时, 语
音情感识别系统可以得到与人类判断类似或者更好的表现 [44]. 韵律特征已经得到了研究者们的广泛认可, 并且许

多研究都证实了其在语音情感识别中的作用 [42]. 但韵律特征的情感判别能力存在一定的限制, 如愤怒与高兴的基

频特征十分相似, 不利于情感区分. 

2.2   谱特征

谱特征 (spectral feature)是声道 (vocal tract)形状变化和发声运动相关性的体现. 当一个人发出声音时, 会被

声道的形状过滤, 发出的声音是由声道形状决定的. 因此, 如果能精确地模拟这个形状就可以得到声道和所产生的

声音的精确表示. 研究人员发现声道的特征在频率域得到了很好的表现 [45]. 人们利用傅里叶变换 (Fourier
transform, FT)将时域信号转化为频域信号, 进而得到谱特征. 谱相关的特征通常可以分为线性谱特征和倒谱特征,
线性谱特征有线性预测系数 (linear prediction coefficient, LPC)、对数频率功率系数 (log-frequency power
coefficient, LFPC)等; 倒谱特征有线性预测倒谱系数 (linear prediction cepstral coefficient, LPCC)、梅尔频率倒谱系

数 (Mel-frequency cepstral coefficient, MFCC)[46]等. 其中, MFCC是最常用的频谱特征, 它代表了声学信号的短期功

率谱. 提取 MFCC 的时候, 首先对信号进行预加重、分帧、加窗处理, 然后利用短时傅里叶变换 (short-time
Fourier transform, STFT)将每一帧信号转换成频域特征. 随后, 利用梅尔滤波器组计算子带能量, 并计算这些子带

的对数. 最后, 利用离散余弦变换 (discrete cosine transform, DCT)计算MFCC系数阶数.
除此之外, 研究者们对谱特征也开展了其他深层次的探索. Kim 等人 [47]提出一种新的说话人独立的特征: 频

谱平坦度与频谱中心的比值特征 (the ratio of a spectral flatness measure to a spectral center, RSS), 并在语音情感识

别中取得了一定成效. 调制频谱特征 (modulation spectral feature, MSF)是Wu等人提出的 [48], MSF特征利用声学

滤波器组和调制滤波器组对声学信号进行处理, 从而提取到时频信息. Bitouk 等人 [49]提出一套新的谱特征, 他们

对 3种感兴趣的音素类型, 即重音、非重音元音和辅音进行MFCC统计, 得到了更高的准确度. 此外, 将这些特征

与韵律特征结合起来也可以提高准确性. 越来越多的研究者们将谱特征应用到语音情感的识别中, 并起到了改善

情感识别性能的作用 [50]. Sato等人 [51]使用多模板MFCC聚类来标记每一帧, 进而采用分段MFCC特征进行语音

情感识别. 与使用 KNN的韵律算法和使用 HMM的传统MFCC算法相比取得了更好的性能. 研究者探究了新的

傅里叶参数模型 [52], 将傅里叶参数及其一阶、二阶差与MFCC结合用于说话人独立的语音情感识别. 然而谱特征
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通常以频谱图的形式表示, 对于长时间的信号, 频谱图的维度非常高, 导致计算和处理的复杂性增加. 此外, 谱特征

对于时域特征的变化很敏感, 音调、速度等信息可能无法很好地反映. 

2.3   音质特征

音质特征 (voice quality feature)指与发音方式有关的声学特征, 反应说话人的个性化表现, 可以作为衡量语音

清晰度、是否容易辨识的主观评价指标. 当人在情绪激动、无法控制的时候, 说话时往往会表现出哽咽、颤音、

喘息等现象, 这些都会影响声音质量 [17]. 可见, 情感信息也会在音质特征中流露, 并且研究者通过情感的听辨实验

证实了这种关系 [53]. 常用的音质特征有声门参数 (glottal parameter), 频率微扰 (jitter), 振幅微扰 (shimmer), 共振峰

频率及其带宽 (format frequency and bandwidth), 谐波噪声比 (harmonics to noise ratio, HNR)等. 其中, 频率微扰描

述连续振动周期之间基础频率的变化, 主要体现噪声的程度; 而振幅微扰描述的是振幅的变化, 主要体现嘶哑声的

程度; HNR是对噪声相对水平的测量, 指谐波能量与噪声能量的比值.
在识别语音情感的过程中, 研究者通常会将音质特征与其他类型的声学特征结合在一起使用, 例如, Li等人 [54]

将频率微扰和振幅微扰作为音质特征, 并与谱特征MFCC结合使用, 取得了更高的识别率; Zhang等人 [55]将频率

微扰、振幅微扰、HNR等音质特征与韵律特征联合使用, 与只使用韵律特征相比识别率提高了 10%; Kacheel等
人 [56]将音质特征、韵律特征和谱特征结合用于语音情感识别, 在公开的柏林情感数据库上达到了 88.97%的平均

识别率. Lugger 等人 [57]提取第 1和第 4共振峰频率及其相应的带宽作为音质特征, 并与基频等韵律特征联合用于

说话人独立的语音情感识别. Sun等人 [58]比较和探讨了声门参数与韵律特征 (如基频、能量等)在情感识别中发挥

的作用. Borchert等人 [59]利用共振峰、HNR、振幅微扰等音质特征结合韵律特征在说话人独立的语音情感识别中

取得了 70%的平均识别率. 音质特征是一种主观评价指标, 无法完全客观地描述一个语音的声音质量. 此外, 不同

的音质特征可能会给出不同的评价结果, 缺乏一致性.
以上这些声学特征通常以帧为单位提取, 得到低级描述 (low level descriptor, LLD). 然而, 在实际使用过程中,

人们通常采用这几种特征的统计计算, 如均值、最大值、最小值、标准差等来获得全局特征. 与局部韵律特征相

比, 将局部韵律特征与全局韵律特征相结合, 其表现略有提高. 研究者开发出一个模块化的、灵活的特征提取工具

箱 openSMILE[60], 用来提取常用的声学特征集合. 可用于语音情感识别的特征集有 IS09_emotion[61], IS10_
paraling[62], emobase2010[62], IS13_ComParE[63]等. 振幅时频特征是声学时序信息的可视化表达, 包含丰富的信息,
近些年逐渐被用在语音情感识别的研究中. 

2.4   相位特征

语音信号在经过时频变换后为复函数, 其信息包含振幅和相位两部分. 相位信息也是声学特征的重要一部分.
为了更直观地分析振幅和相位的关联, 振幅决定了幅值大小, 相位决定了角度, 只有两种信息同时考虑才能获取更

精准细化的特征.
有关相位信息的研究经历了一个长期的探索 [64], 在语音处理领域相位信息受到越来越多研究者的关注. 语音

信号在经过傅里叶变换后, 相位的计算公式如下: 

θ (ω, t) = tan−1

(
XI (ω, t)
XR (ω, t)

)
(1)

θ (ω, t) ω t X (ω, t) R I其中,    表示在频率   、时刻   的相位谱,    表示语音信号的谱图,    和   分别表示实部和虚部. 早期的时

候, 由于相位缠绕等问题容易造成难以对其进行有效建模 [65], 因此相位相关的特征在许多应用中被忽略.

θ (ω, t)

为了解决上述问题, 一些新的相位相关的特征被提出. 其中, 群延迟 (group delay, GD)是常用的相位特征之一 [66],
其定义为信号的傅里叶变换相位的负导数, 可以实现对相位信息的简单操作. Hegde等人 [67]提出了改进的群延迟

(modified group delay, MGD), 取得了更优的效果. 但相位信息   会随着输入语音信号的裁剪位置而变化, 即便

是在相同的频率. 为了克服这个问题, Nakagawa 等人提出了一种相位归一化方法, 称为相对相位 (relative phase,
RP), 直接从信号的傅里叶变换中提取 [68]. RP 选定一个基础频率并让其相位值保持不变, 然后以此估计其他频率

的相位, 具体计算如下: 
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θ̃ (ω, t) = θ (ω, t)+
ω

ωb
(−θ (ωb, t)) (2)

θ̃ ωb其中,    代表 RP,    表示选定的基础频率. 相关研究表明 RP在语音识别 [68]、说话人识别 [69,70]和语音增强 [71]等任

务上起到一定的作用. Guo 等人 [72]探究了相位信息对于区分情感的作用, 将改进群延迟倒谱系数 (MGDCC) 和
RP相位相关特征用于语音情感识别, 结果表明与振幅特征相比, 振幅和相位信息联合使用能显著的提升情感识别

率. 此外, 为了进一步缓解传统相位特征对帧裁剪位置依赖的问题, 研究者对 RP 进行了改进, 提出了动态相对相

位 (dynamic relative phase, DRP) [73], 并用于语音情感识别任务, 取得了比 RP更高的识别率. 但相位特征受到噪声

和信号失真的影响较大; 相位特征通常基于信号的周期性来表示, 对于频率变化较大的信号, 其可靠性受到限制.
频率的变化可能会导致相位特征的改变, 进而影响其准确性和稳定性.

综上, 在只考虑振幅信息时, 韵律特征和谱特征在语音情感识别中更常用. 作为声学特征中的一部分, 相位特

征中包含的情感信息有限, 不适合单独用来识别情感, 需要联合振幅特征以形成更完整的情感表达空间. 在实际应

用中, 将各种不同的特征融合在一起能获得更好的识别效果 [73]. 

3   语音情感识别模型

本节首先介绍了几种传统的语音情感识别模型, 其次详细讨论了经典的深度模型, 然后对近些年提出的先进

深度模型进行了总结概括. 最后, 总结了常用的评价指标. 

3.1   传统模型

传统的语音情感识别算法主要包括隐马尔可夫模型 (HMM)、高斯混合模型 (GMM)、支持向量机 (SVM)等. 

3.1.1    隐马尔可夫模型

t

t−1

隐马尔可夫模型 (HMM)是基于概率统计的模型, 由Markov链演变而来, 依赖于Markov属性, 即系统在   时

刻的当前状态只依赖于之前在   时刻的状态. HMM 能够较好地体现出声学信号的局部平稳性, 早期被广泛应

用于语音识别领域, 并成为该领域的主要技术. 随着语音信号的不断深入研究, HMM已成功地推广到语音情感识

别领域.
HMM的一个优点是它能够对情绪的时间动态进行建模 [74]. Nogueiras等人 [44]使用 HMM对基频和能量特征

及其轮廓进行建模, 取得了与人为主观评测相似的结果. 使用对数频率功率系数 (LFPC)、MFCC等作为声学特征,
HMM作为分类器, 取得的准确率比人高. 虽然, HMM在语音信号处理领域取得了不错的成绩, 但其需要进行大量

的统计训练来选取模型的系数, 对数据库的规模需求较大, 并且计算资源需求大. 

3.1.2    高斯混合模型

高斯混合模型 (GMM) 是一种概率方法, 相当于只包含一个状态的连续 HMM 的特例. 混合模型的思想是根

据几个成分的组合对数据进行建模, 其中每个成分都有一个简单的参数形式, 如高斯分布. GMM假设每个数据点

属于一个组件, 并尝试分别推断每个组件的分布. GMM训练后得到的数据形态和原始随机数据十分相似, 也就是

说 GMM能够对任何连续形态的数据分布进行表征, 而声学信号就符合连续的分布.
Schuller 等人 [7]设计了两种情感识别模型对 HMM 和 GMM 进行了比较. GMM 使用基频和能量轮廓的全局

统计特征, 而 HMM使用的是没有进行统计计算的 LLD特征, 最终结果表明 GMM结果明显优于 HMM. Ververidis
等人 [8]使用 GMM模型对音高、能量和共振峰参数这些声学特征进行情感分类, 取得了不错的结果. 以上两种模

型均采用的全局统计特征, Neiberg等人 [75]提取每一帧MFCC为特征, 然后采用 GMM作分类器, 结果表明在帧级

别上使用 GMM是一种可行的语音情感识别方法 [76]. 然而, 当情感特征的维度太多时, GMM就不起作用了, 并且

它不能模拟情感特征之间的非线性关系 [12]. 

3.1.3    支持向量机

支持向量机 (SVM)是一种为线性可分模式寻找最优超平面的、应用广泛的广义判别分类器. SVM分类器背

后的假设是减少训练误差以及经验风险 (测试)误差, 即给定训练数据, 在两类数据点之间找到具有最大边界的超
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平面. 如果这些模式不是线性可分的, SVM 利用核函数将原始特征空间映射到一个新的高维空间进行分类. 与
HMM和 GMM相比, SVM具有训练算法的全局最优性, 且在非线性、小样本以及高维的识别问题上可以呈现出

较好的优势, 已经被普遍应用到语音情感识别中.
Schuller等人 [9]使用多层支持向量机 (ML-SVM)进行语音情感识别, 取得了比常规 SVM, GMM更好的结果.

Seehapoch 等人 [77]利用基频、能量、MFCC 等特征, 并训练不同的 SVM 来组合特征, 在德语数据库上均表现良

好. 目前, SVM已经成为语音情感识别领域常用的分类器 [78]. 但是, 核函数的选择是 SVM的一个关键问题. 事实

上, 没有系统的方法来选择核函数, 因此, 变换后的特征的区分度是不能保证的. 

3.2   经典深度模型

尽管上述传统语音情感识别模型在很长一段时间里占据情感识别领域的主导地位, 但均存在情感表示能力较

弱的问题. 于是, 基于深度学习的模型开始进入研究者的视野. “深度”这个词来自于隐藏层的数量, 因为它可以达

到数百层. 与传统的分类器相比, 基于深度学习的情感识别模型表现出了良好的性能, 同时对信号处理的要求也大

大降低 [12], 因此研究的重点转向了深度学习算法. 比较常用的深度学习模型有深度神经网络 (DNN)、循环神经网

络 (RNN)和卷积神经网络 (CNN). 

3.2.1    深度神经网络

随着深度学习的不断发展进步, 基于深度学习的语音情感识别模型被相继提出, 其中就包括深度神经网络

(DNN). DNN是一种包含多个隐藏层的神经网络, 其网络层有输入层、输出层和隐藏层这 3种. DNN能够从原始

特征中学习高级表征, 进而完成识别 [79], 已经在许多任务中表现出优势 [80]. Han等人 [81]提出了一种基于 DNN和极

限学习机 (extreme learning machine, ELM)的模型 DNN-ELM. 将 DNN输出的概率分布输入到分类器 ELM中识

别情感. 该模型取得了比 HMM更高的识别率. Wang等人 [82]又对该模型进行了改进, 作者输出 DNN最后一个隐

藏层的激活值代替原来的输出每种情感类别的概率值, 进一步提高了语音情感识别的精度. 

3.2.2    循环神经网络

与 DNN不同, 循环神经网络 (RNN)是一种专门处理时序数据的神经网络. 通过使用内部存储器, RNN可以

记住接收到的输入数据, 并对接下来发生的事情做出预测. RNN已成成功应用于语音信号处理、自然语言处理等

领域. 然而, RNN具有较短的时间记忆, 很难学习到序列之间的长期依赖关系. 为了解决这个问题, 提出了长短时

记忆网络 (long short-term memory, LSTM)[83]. LSTM可以看作是一种特殊的循环神经网络.
目前, RNN相关的模型已经在语音情感识别中广泛应用. Eyben等人 [84]将 LSTM与 RNN结合, 提出了一个混

合在线情感识别系统. Lee等人 [85]提出了一种新的混合模型 RNN-ELM, 取得了比 DNN-ELM 更好的识别结果. 考
虑到 LSTM 是对单一方向序列的历史信息进行编码, 没有考虑有助于信息理解的未来信息. 因此, 研究者开始采

用双向的 LSTM网络 (BLSTM)对声学特征进行建模. BLSTM的主要思想是利用正向 LSTM和反向 LSTM提取

上下文隐藏信息形成最终输出 [86]. BLSTM可以很好地利用上下文信息, 这对于学习语音情感表征也是很重要的.
此外, Hsiao等人 [87]提出将注意机制整合到 BLSTM中进行语音情感识别. 通过引入注意机制, 使系统学习如何将

注意力集中在输入信号中更具鲁棒性或信息性的片段上. 

3.2.3    卷积神经网络

卷积神经网络 (CNN) 是受到猫的视觉感受野 (receptive field)启发而提出的一种神经网络, 最早应用在图像

领域 [88], 并且成为该领域的标志性方法. 近年来, CNN在语音信号处理领域中的应用越来越多. Huang等人 [89]提出

了混合的 CNN-SVM模型, 将 CNN从时频特征中自动提取的声学特征输入到 SVM中完成情感的识别. SVM作

为一种静态分类器在应用到语音领域时存在很多局限性, 例如不能有效地利用情感动态信息和上下文信息. 后来

提出了 CNN和 LSTM结合的模型 [10], 将 CNN提取的特征传输给可以有效利用时序信息的 LSTM. 目前, 基于振

幅时频特征的 CNN-BLSTM 框架已经成为语音情感识别任务中最常用的方法之一. 这类方法虽然能够学习到情

感的综合表征, 但人类识别情感的一些感性知识没有被有效利用, 很难突显一些显著情感特征 (如 F0)的作用. 为
了研究基于感性知识的启发式特征对基于时频特征的综合情感表征学习的作用, 研究者提出了融合启发式特征和
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振幅时频特征的语音情感识别算法 [90]. 该方法既保证了特征的丰富性, 又可以突出 F0等关键声学特征的作用, 从
而提升了情感表征区分度.

尽管上述基于 CNN的方法可以学习到情感的综合表征, 但研究表明语音情感信息可能同时嵌入在时间域和

频率域 [91]. 为了利用时域/频域信息, 一些方法被提出. Li等人 [92]提出一种基于注意力池化的表征学习方法, 利用

CNN从振幅时频特征中分别学习时间维度和频率维度的特征. Liu 等人 [93]提出时频卷积神经网络 (time-frequency
CNN, TFCNN), 利用 CNN分别提取时间相关和频率相关的表征. 然而这两种方法都没有明确地对时间/频率轴上

特征的关联或相对重要性进行建模. 此外, 没有考虑卷积中通道域的影响, 而每个通道的特征图重要性不同 [94]. 为
此, Guo 等人 [95]提出基于时间-频率-通道 (spectro-temporal-channel, STC) 注意力的深度表征学习模型, 旨在通过

STC 注意力模块来增强情感表示能力. 目前, 基于 CNN 模型从振幅时频特征中学习高层情感表征已经成为语音

情感识别中最常用的方法之一. 

3.3   先进 SER 模型

上述方法都是从振幅信息角度研究语音情感识别而忽略了相位信息. 振幅和相位是语音声学特征的两个

基本要素, 忽略相位信息的情感表征可能会有缺失. 基于此考虑, 研究者从声学特征的完整性出发, 探究情感语

音中相位特征的准确抽取和有效使用. 此外, 一些基于 Transformer、图卷积网络 (GCN) 的先进模型也相继被

提出. 

3.3.1    利用振幅与相位互补的 SER模型

声学特征的完备描述是由振幅信息和相位信息共同承担的. 传统的语音情感识别方法中, 研究者大多关注于

振幅声学特征, 而忽略了相位信息. 忽略相位信息的声学特征不够完整, 从而造成情感表征不够细化具体. 但是如

何准确抽取相位特征并将其应用于情感识别以获取更为完整的声学表征是语音情感识别所面临的又一挑战, 具有

重要的研究价值.
研究者相继提出了一些能够利用振幅和相位信息的语音情感识别模型. Deng等人 [96]利用相位相关的特征进

行耳语语音情感识别. 他们将MFCC与基于群延迟 (GD)的特征结合, 然后利用 SVM进行分类, 取得了优于MFCC
特征的结果. 但仅利用浅层模型很难提取到一些深层的情感表征, 从而影响情感识别的精度. Guo等人 [97]提出基于

振幅时频特征和改进的群延迟 (MGD)特征的深度语音情感识别模型, 利用卷积神经网络 (CNN)对振幅和相位信

息进行建模. 考虑到群延迟特征 (GD)相关的特征中仍包含一些振幅信息 [66,67], 不利于定量分析相位对语音情感识

别的影响. 于是, 研究者通过相对相位 (RP)特征探究了相位信息对于语音情感识别的作用 [72]. 随后, 研究者通过对

相位特征进行定量分析表明相位中也包含可以用来区分情感的信息, 并且提出了一种动态相对相位 (DRP)特征提

取方法以解决相对相位 (RP)存在难以确定基础基频等问题, 从而进一步缓解传统相位对于帧裁剪位置的依赖问

题 [73]. 此外, 文中还提出了两种基于振幅和相位信息的融合机制以提取到较为完整声学特征. 一种是单通道模型

(SCM), 即首先将振幅特征和相位特征进行拼接, 然后输入到模型中提取互补特征; 另一种是多通道注意力模型

(MCMA), 即分别利用模型从振幅和相位中提取特征, 然后通过注意力层将两种特征进行融合. Prabhakar等人 [98]

提出一种基于MFCC和修正群延迟 (modified group delay function, MODGD)的多通道 CNN-BLSTM框架, 然后

将学习到振幅和相位表征结合后传递到 SVM进行分类. 此外, 文中利用深度典型相关分析 (deep canonical correlation
analysis, DCCA)使振幅信息和相位信息之间的相关性最大化, 从而提高情感识别性能. 上述研究表明相位信息对

语音情感识别具有一定的作用, 可以对振幅信息进行某种程度的互补. 

3.3.2    基于 Transformer的 SER模型

Transformer 是由谷歌在 2017 年提出的 Seq2Seq 模型 [91], 基于注意力机制构建. Transformer 不同于传统的

CNN和 RNN, 其网络结构由自注意和前馈神经网络组成. 与 RNN相比, Transformer中所有时间步的数据都是通

过自注意力计算, 这样便使得整个过程可以并行计算. 与 CNN相比, Transformer将序列中任意两个位置之间的距

离缩小为一个常量, 计算两个位置之间的关联所需的操作次数不随距离增长. Transformer已经成功应用到许多领

域, 如自然语言处理 [99]、视频处理 [100]等领域.
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在语音情感识别领域, 一些基于 Transformer的深度模型别相继被提出. Wang等人 [101]提出一种端到端语音情

感识别框架, 其新颖之处在于在经典的语音情感识别模型顶部嵌入堆叠的 Transformer层. Andayani等人 [102]建立

了 LSTM-Transformer 模型, 从 MFCC 中学习情感的长期依赖关系, 同传统的 LSTM 相比, 极大地提升了识别性

能. 但该模型仍然避免不了 LSTM 串行的问题, 计算效率有待进一步提升. Gumelar 等人 [103]提出 Transformer-
CNN模型, 对语音特征做时间和空间的处理. 由于 Transformer可以对不同时间序列的信息进行建模, 许多研究者

将语音模态和其他模态信息结合开展多模态情感识别研究. Huang等人 [104]利用 Transformer网络来探索跨语音和

视觉模态的情感表征融合; Lian等人 [105]提出一种用于对话情感识别的学习框架 (CTNet), 其中利用基于 Transformer
的结构来建模声学模态和文本模态之间的交互; Chen 等人 [106]提出一种只关注情感信息的关键稀疏 Transformer
(KS-Transformer) 模型, 并级联交叉注意力模块实现语音和文本模态之间的深度交互. 此外, 还有一些联合语音、

视频的三模态模型被提出. Tran等人 [107]提出了第 1个基于音频和视频的预训练多模态 Transformer模型, 旨在从

面部和听觉行为的互动中捕获有用的情感信息. Wang等人 [108]提出了一种多模态 Transformer增强的 SER方法,
该方法采用混合融合策略, 结合特征级融合和模型级融合方法, 在模态内部和模态之间进行细粒度的信息交互. 设
计了一个由 3个交叉 Transformer编码器组成的模型融合模块, 用于模态引导和信息融合. 虽然基于 Transformer
的框架在 SER中展示出了效果, 但现有的工作并没有评估模型大小和预训练数据对下游性能的影响, 并且对泛化、

鲁棒性、公平性和效率的关注有限. 于是, Wagner等人 [109]讨论了基于 Transformer的模型在大量未标记数据上预

训练的结果, 在最后一个 Transformer层的隐藏状态上应用平均池化, 并通过隐藏层和最终输出层提供结果. Liu等
人 [110]利用自监督学习增强语音特征的鲁棒性, 提出了一种由卷积层、Transformer 模块和双向长短期记忆

(BLSTM)模块组成的特征融合模型 (Dual-TBNet). 综上, 基于 Transformer的模型在情感表征学习以及多模态交

互建模上表现良好. 虽然 Transformer能够实现并行计算以及输入和输出之间的全局关系, 但在局部信息获取方面

不如 RNN和 CNN. 

3.3.3    基于图卷积网络的 SER模型

传统的语音情绪识别方法大多以 RNN或 LSTM为基础对时间序列进行模型, 但这类模型难以刻画子序列间

的长距离依赖或全局依赖, 不利于挖掘深层的依赖关系. 图是一种紧凑、高效且可扩展的数据表示方式, 可以将不

同序列看作图中的节点, 进而利用图神经网络进行建模. 虽然上文介绍的 Transformer是图神经网络的特例, 但其

不支持与任意图结构进行交互, 具有一定的局限性. 而图卷积网络 (GCN)[111]可以对节点之间的依赖关系进行建模,
在处理广义拓扑图结构上发挥着重要作用. GCN能够深入挖掘不规则数据的特征和规律, 通过聚合每个节点的邻

接节点特征而获得该节点的聚合特征表示.

目前, 图卷积网络 (GCN) 已经成功用于解决计算机视觉和自然语言处理的各种问题, 如动作识别 [112]、目标

跟踪 [113]、文本分类 [114]等. 受此启发, 研究者在情感识别领域开始探究 GCN的作用. Shirian等人 [115]将一个语音

信号转换为一个简单的图, 其中分割的语音段充当每个节点, 且每个节点只连接两个相邻点, 极大地简化了图上的

卷积操作, 取得了比标准 GCN更好的识别率. 为了能够对可变长度的句子进行建模, Liu等人 [116]提出 GraphSAGE

模型, 将语音情感识别问题转换为一个图分类问题. 将可变长度的句子转换为图, 以避免填充或切割. 在该方法中

语音的每一帧表示为图中的节点, 从帧中提取的声学特征作为节点特种向量, 进而根据帧的时间关系连接节点. 以

上方法都是对单句进行建模, 为了利用句子间的语境信息, Liu等人 [117]在对话语音情感识别模型中引入图卷积网

络对句子之间的关联性进行建模, 从而学习到有效的上下文情感信息. Ghosal等人 [118]提出了 DialogGCN模型, 将

每段对话视为一个图, 其中每个句子与周边句子相连. 后续又有一些改进模型, 例如, Fu等人 [119]提出一种面向上

下文对话和知识的图卷积网络 (ConSK-GCN) 的情感识别方法, 利用 GCN 进行上下文建模的基础上引入知识图

谱对对话内容进行知识增强. 该模型将上下文建模、知识图谱和多模态 (文本和音频) 融入到 GCN 的学习中.

Shen 等人 [120]提出了用有向无环图编码句子的新想法, 以更好地模拟对话语句中的内在结构, 并设计了一个有向

无环神经网络, 其识别性能超过了 DialogGCN. Chandola等人 [121]提出了一种基于 GCN的语音对话情感识别模型

(SERC-GCN), 首先提取话语级语音信号的情感特征, 然后将这些特征形成对话图, 这些对话图被用来训练图卷积
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网络来执行情感判别. 

3.3.4    其他 SER模型

用于识别情感的表征可能来自能量谱、频谱等多种物理属性, 这些属性可以作为多视图表征进行收集. 为了

充分探讨多个情感表征之间潜在的交互关系, Hou等人 [122]提出了一种新的集体多视图关系网络 (CMRN), 利用多

视图语音表征的内在特性来进行语音情感识别. 所提出的 CMRN由 3个子网络组成, 即特定视图注意网络、多视

图共享注意网络和集体关系网络. 该方法可以综合利用多个表征共享的和特定视图的信息, 最终实现聚合多视图

特征的异质信息, 进行准确的情感识别. Liu等人 [123]提出的注意力时间动态激活 (ATDA)模型中也引入了多视图

模块, 基于多个注意力视图和粒度进一步检测和加强情感相关的动态特征. 由于个体情感感知的差异, 多个注释者

会产生不同的标签. Li等人 [124]提出基于跨类差异损失的响应残差网络用于多标签语音情感识别, 使网络能够自适

应地学习所有话语中的情绪分布. 由于每个个体都有其独特的表达习惯, 所以个体差异会导致分布偏差, 跨个体情

感表征学习面临挑战. Fan等人 [125]提出了一种个体标准化网络 (ISNet)用于语音情感识别, 以缓解个体差异造成

的个体间情感混淆问题. 此外, Lu等人尽可能减少不同说话人之间语音样本特征分布的差异提出了一种新的域不

变特征学习方法 [126], 从多源无监督域适应的角度出发, 通过消除不同说话人引起的训练和测试数据之间的域转移

来学习说话人不变的情感特征. 这类方法旨在消除说话人差异的影响, 不利于在一些追求个性化服务的人机交互

中开展.
自监督预训练特征在自然语言处理 (NLP)领域展现出了显著的效果, 在 SER领域也有许多相关研究被提出.

Morais等人 [127]介绍了一个基于上游+下游架构范式的模块化端到端 SER系统, 该系统允许轻松使用/集成各种自

监督功能. 通过对自监督语音表示模型进行微调, 可以在语音情感识别 (SER)任务中取得良好的表现. 但在实际应

用中部署时, 仍然需要使其适应嘈杂的目标环境. 因此, Leem等人 [128]提出了一个对比的师生学习框架来重新训练

一个自监督的语音表示模型. 为了保留原始模型的知识, 最小化了原始 SER模型的干净嵌入与重新训练模型的噪

声嵌入之间的均方根误差. 为了获得目标噪声条件下的判别知识, 还选择相应的干净嵌入作为正样本, 选择其他具

有不同情感标签的噪声嵌入作为负样本, 以最小化损失. 为了充分利用不同种类的声学特征, Li等人 [129]提出了基

于多特征和参数优化的级联深度学习网络; Chen 等人 [130]提出了一种基于连接注意机制的多尺度 SER 并行网络

(AMSNet), AMSNet融合了细粒度的帧级手动特征和粗粒度的话语级深度特征, 同时根据语音信号的时空特征, 采
用不同的语音情感特征提取模块, 丰富了特征, 提高了表征能力. 

3.4   评价指标

由于本文主要以离散情感为核心展开综述, 所以本节主要介绍分类模型的常用评价指标. 一般地, 把精确率

(precision, P)、召回率 (recall, R)及两者的调和值 F1作为评价指标来衡量模型对每类情感的识别性能, 用准确率

(accuracy) 评估情感识别的整体性能. F1 是精确率和召回率的调和平均值, 值越大表示模型识别性能越好. F1 相

当于对精确率和召回率进行了加权. 准确率 (accuracy) 是分类任务的一个常用指标, 分为加权准确率 (weighted
accuracy, WA)和非加权准确率 (unweighted accuracy, UA). WA 是指所有样本中预测正确的比例, 适用于平衡数据

库, 不适用于不平衡数据库, 因为 WA 对样本数量较大的类别给予了更多的权重, 而给予小样本类别的权重较少.
而 UA 是先计算每一类别的正确率即召回率, 然后取平均值. UA 在数据不平衡的情况下可以对模型起到很好的评

判作用.
下面具体介绍各个评价指标, 其中 TP 表示预测为正, 真实为正; FP 表示预测为正, 真实为负; TN 表示预测为

负, 真实为负; FN 表示预测为负, 真实为正.
(1) 精确率

精确率也叫查准率, 指被正确预测为正的样本 (TP)占所有预测为正样本的比例, 计算公式为: 

P =
T P

T P+FP
(3)

(2) 召回率

召回率也叫查全率, 指所有预测为正的样本在所有真实为正样本中的比例, 是一般意义上的正确率, 公式
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如下: 

R =
T P

T P+FN
(4)

关于精确率和召回率的使用取决于具体的应用场景, 但当应用系统对查全率和查准率都要求较高的时候, 研
究者需要用 F1来进行评测.

(3) F1值
F1 是精确率和召回率的调和平均值, 值越大表示模型识别性能越好. F1 相当于对精确率和召回率进行了加

权, 具体计算公式如下: 

F1 =
2×P×R

P+R
(5)

(4) 准确率

准确率 (accuracy) 是分类任务的一个常用指标, 可以用来衡量所有类别的整体识别效果, 又可以分为加权准

确率 (WA)和非加权准确率 (UA). WA 是指所有样本中预测正确的比例, 可以表示为: 

WA =
T P+T N

T P+T N +FP+FN
(6)

WA 适用于平衡数据库, 不适用于不平衡数据库, 因为 WA 对样本数量较大的类别给予了更多的权重, 而给予

小样本类别的权重较少. 而 UA 是先计算每一类别的正确率即召回率, 然后取平均值. UA 在数据不平衡的情况下

可以对模型起到很好的评判作用. 

3.5   模型总结

结合 WA, UA, F1等评价指标, 表 4对传统模型、经典深度模型、先进 SER模型进行了总结对比.
 

表 4　用于语音情感识别的模型总结
 

模型类别 文献 模型 声学特征 数据库及情感类别 结果 (%)

传统机器
学习模型

Nogueiras等人[44]

(2001) HMM 基频、能量特征及其轮廓
IESSDB: 愤怒、厌恶、恐惧、
高兴、悲伤、惊喜和中性

WA: 82.52
UA: 82.56
F1: 82.44

Schuller等人[7]

(2003) HMM/GMM
基频、能量的统计值/低级

瞬时特征
德语录制: 愤怒、厌恶、惊喜、
恐惧、高兴、悲伤和中性

WA: 86.80
UA: 86.80

Ververidis等人[8]

(2005) GMM 音高、能量和共振峰
丹麦数据库DES: 愤怒、高兴、

中性、悲伤、惊喜
WA: 55.6
UA: 55.20

Albornoz等人[76]

(2011)
GMM、HMM和MLP

组合
韵律特征、MFCC EmoDB: 愤怒、无聊、厌恶、

高兴、恐惧、悲伤和中性

WA: 71.75
UA: 71.75
F1: 71.82

Seehapoch等人[77]

(2013) SVM 基频、能量、MFCC等特征
EmoDB: 愤怒、无聊、厌恶、
高兴、恐惧、悲伤和中性

WA: 89.80
UA: 89.15

经典深度
模型

Han等人[81]

(2014) DNN-ELM 基频、MFCC IEMOCAP (完整数据): 愤怒、
高兴、悲伤和中性

WA: 54.3
UA: 48.2

Hsiao等人[87]

(2018) BLSTM-attention
基频、过零率、MFCC、

能量等的统计值
FAU AIBO: 愤怒、中性、积

极、强调、放松
UA: 46.3

Satt等人[10]

(2017) CNN-BLSTM 振幅时频特征
IEMOCAP (即兴数据): 愤怒、

高兴、悲伤和中性
WA: 68.8

Guo等人[90]

(2018) CNN-ELM
基频、能量、MFCC和

振幅时频特征
EmoDB: 愤怒、无聊、厌恶、
高兴、恐惧、悲伤和中性

WA: 92.45
UA: 91.97
F1: 92.5

Li等人[92]

(2018) CNN_TF_Att.pooling 振幅时频特征
IEMOCAP (即兴数据): 愤怒、

高兴、悲伤和中性
WA: 71.75
UA: 68.06

Guo等人[95]

(2023) DSTCNet 振幅时频特征
IEMOCAP (完整数据): 愤怒、

高兴、悲伤和中性

WA: 61.80
UA: 61.78
F1: 62.51
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从表 4中可以看出, 传统机器学习模型使用的声学特征大都为启发式特征 (基频、能量、MFCC等). 这类特

征是基于人类识别情感的感性知识设计的, 可以直观地体现情感信息. 这个时期研究者主要关注如何设计提取不

同的启发式特征. 我们还可以发现, 韵律特征的应用更为广泛. 主要原因是基频 (F0) 直接反映声音的音调, 能量

(energy)则直观的体音量和声音强度, 这些因素都是和情感表达息息相关的. 随着深度学习的发展, 深度模型开始

占据语音情感识别领域的主导地位. 针对启发式特征, 常采用 DNN/RNN等模型进行高级表征的学习. 近些年, 声
学特征开始从手动设计向机器自动学习发展. 其中振幅时频特征的应用更为广泛, 主要是因为时频特征是声学时

序信息的可视化表达, 可以给出情感的综合表征, 包含更为丰富的情感信息. 此时, DNN的表征学习能力便会受到

限制, 无法挖掘谱图的局部信息. 在基于振幅时频特征建模的方法中 CNN 的应用更为普遍, 主要是因为 CNN 丰

富的表示能力和权值共享等特性, 可以从谱图中捕获到有效的情感信息. 近些年, 声学特征的使用趋向于多样化.
除了传统的振幅相关特征, 相位特征也被有效利用. 这些特征的使用也不再仅局限于特定模型中. 综合运用适合的

模型对不同特征建模, 然后提取融合情感表征有助于进一步完善情感表征. 此外, 针对不同类型的特征进行多视图

建模也表现良好. 

4   挑战与展望

尽管语音情感识别系统已经取得了许多进展, 但想要精准地识别情感并实现情感交互, 仍有一些挑战需要解

决. 在本节中, 我们简要讨论这些挑战和未来潜在的研究方向. 

4.1   情感数据库的匮乏

语音情感识别的基础就是要拥有优质、全面的情感数据库, 但由于情感本身是复杂的, 其采集录制过程都是

有困难的, 进而导致可用于研究的高质量语音情感数据库规模较小 [11]. 此外, 在情感标注过程中也存在一些问题.
在人工标注者对语音数据进行标注时, 讲话者实际要表达的情绪与人类注释者感知到的情绪可能存在差异、标注

者之间也会存在判别分歧 [131], 且在上下文语境未知的情况下, 标注会变得更加难以进行. 因此, 如何对情感数据库

进行补充以及有效利用现有资源进行研究都是亟待解决的实际问题. 

4.2   声学特征和情感之间的关联

研究声学特征与情感的关联性. 当前研究使用韵律特征、谱特征、音质特征、相位信息等声学特征进行语音

情感识别, 虽然保证了声学特征的丰富性且识别性能得到了一定的保障, 但是缺乏对情感特征与情感类别的针对

性关联分析 [132], 没有详细讨论这些特征对情感的表达是否一定有效, 进而无法挑选出情感判别能力最优的特征集

表 4    用于语音情感识别的模型总结 (续) 
模型类别 文献 模型 声学特征 数据库及情感类别 结果 (%)

先进SER
模型

Guo等人[73]

(2022) 多通道模型MCMA 振幅时频特征和相位特征
(MGD, DRP)

EmoDB: 愤怒、无聊、厌恶、
高兴、恐惧、悲伤和中性

WA: 94.02
UA: 93.66
F1: 94.19

Chen等人[106]

(2022) KS-Transformer Wav2vec (加文本特征) EMOCAP (完整数据): 愤怒、
高兴、悲伤和中性

WA: 74.3
UA: 75.3

Liu等人[116]

(2022) GraphSAGE 振幅时频特征
EMOCAP (完整数据): 愤怒、

高兴、悲伤和中性
WA: 65.43
UA: 66.40

Liu等人[123]

(2022) ATDA MFCC
IEMOCAP (即兴数据): 愤怒、

高兴、悲伤和中性

WA: 76.2
UA: 75.4
F1: 75.8

Liu等人 [110]

(2023) Dual-TBNet
基频、能量等手动特征

及其统计值
IEMOCAP (即兴数据): 愤怒、

高兴、悲伤和中性
UA: 64.8
F1: 65.25

Chen等人[130]

(2023) AMSNet 振幅时频特征
IEMOCAP (即兴数据): 愤怒、

高兴、悲伤和中性
WA: 69.22
UA: 70.51

Chandola等人[121]

(2024) SER-GCN LLD
IEMOCAP (即兴数据): 愤怒、
高兴、悲伤、中性和兴奋

WA: 66.85
UA: 67.55
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合. Banse 等人 [133]研究发现, 生气或者恐惧情绪的语音在声学特征上具有明显区分性. 因此, 开展情感识别任务特

有的表征学习探究, 分析挖掘与情感类别关联更加密切的特征集合是语音情感识别领域十分重要的研究. 

4.3   副语言信息和语言信息的相互作用

语音是通过语言调制的声学信号, 人类在语音中通常是通过副语言信息和语言信息来共同表达情感. 研究表

明语音中的语言内容在表达某些负性情感的时候会起到重要的作用, 而对于中性语言内容则主要靠副语言信息来

赋予不同的情感 [134]. 可见, 语言信息和副语言信息在表达情感的时候具有相互补充的作用. 因此, 通过语音去识别

情感的时候, 声学信号中承载的语言信息不能被忽略. 如何有效利用语言信息和副语言信息之间的相互作用, 获取

更加互补的情感表征, 也是一个具有挑战性的难题. 

4.4   对话场景的情感交互

研究面向对话的情感交互. 在对话系统中注入情感可以使会话主体更加人性化, 有利于人机交互 [135]. 而目前

的情感识别研究大都在情感识别专用的数据库展开, 没有和对话系统进行较好的结合 [1]. 以后的情感识别研究应

更多地结合真实应用场景展开, 做到将情感真正融入到人机交互系统, 实现自然和谐的人机情感交互, 从而为人类

提供更人性化的服务. 因此, 研究如何结合对话系统进行人机情感交互, 也是未来具有挑战性的研究问题. 此外, 人
的情感在交流过程中是一个动态变化的过程, 关于情感动态演绎的过程也值得关注. 

4.5   可解释性情感识别

除上述挑战外, 用于识别语音情感的深度模型也有待继续探究. 近些年语音情感识别的发展主要依靠深度神

经网络, 而深度神经网络就像一个黑盒, 缺乏可解释性 [136]. 情感是高层次的表达, 识别过程需要推理、记忆、决策

等能力. 因此, 构建适用于语音情感识别特定任务, 且解释能力强的深度神经网络将有助于促进语音情感识别的发

展. 此外, 研究人脑的情感处理机制 [36], 用于启发/指导构建语音情感识别模型或建立类脑语音情感识别智能算法

都是十分具研究价值的, 将有助于突破语音情感识别研究瓶颈. 

5   总　结

本文对语音情感识别进行了一个全面的研究综述, 旨在通过一个统一架构来概述语音情感识别的理论和方法

基础. 本文首先介绍了语音情感识别需要的基础支撑 (即情感描述和情感数据库). 然后, 总结了常用的声学特征,
尤其是在语音情感识别综述中首次进行了相位相关特征的分析与总结. 随后, 详细讨论了语音情感识别分类模型,
并从传统模型、经典的深度模型和先进深度模型这 3个方面, 进行了全面回顾、比较和总结. 其中着重总结了利

用振幅和相位信息互补的语音情感识别模型和基于 Transformer、GCN等的先进深度模型. 另外, 简要地叙述了常

用的评价指标. 最后, 基于对当前语音情感识别的总结与分析指出了领域内亟待解决的难题与值得进一步研究的

方向. 虽然本文不能涉及所有关于语音情感识别的研究, 但希望我们对最新情感特征和识别模型的总结能够给从

事语音情感识别的其他研究者带来启发, 进而促进语音情感识别的未来发展.
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