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摘　要: 机器翻译 (machine translation, MT)研究旨在构建一个自动转换系统, 将给定源语言序列自动地转换为具

有相同语义的目标语言序列. 由于机器翻译广阔的应用场景, 使其成为自然语言理解领域乃至人工智能领域的一

个重要的研究方向. 近年来, 端到端的神经机器翻译 (neural machine translation, NMT)方法显著超越了统计机器翻

译 (statistical machine translation, SMT)方法, 成为目前机器翻译研究的主流方法. 然而, 神经机器翻译系统通常以

句子为翻译单位, 在面向文档的翻译场景中, 将文档中每个句子独立地进行翻译, 会因脱离文档的篇章语境引起一

些篇章级的错误, 如词语错翻、句子间不连贯等. 因此将文档级的信息融入到翻译的过程中去解决跨句的篇章级

错误是更加自然和合理的做法, 文档级的神经机器翻译 (document-level neural machine translation, DNMT)的目标

正是如此, 成为机器翻译研究的热门方向. 调研了近年来在文档级神经机器翻译研究方向的主要工作, 从篇章评测

方法、使用的数据集和模型方法等方面系统地对当前研究工作进行了归纳与阐述, 目的是帮助研究者们快速了解

文档级神经机器翻译研究现状以及未来的发展和研究方向. 同时在文中也阐述了在文档级神经机器翻译的一些展

望、困难和挑战, 希望能带给研究者们一些启发.
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Abstract:  Machine  translation  (MT)  aims  to  build  an  automatic  translating  system  to  transform  a  given  sequence  in  the  source  language
into  another  target  language  sequence  that  shares  identical  semantic  information.  MT  has  been  an  important  research  direction  in  natural
language  processing  and  artificial  intelligence  fields  for  its  widely  applied  scenarios.  In  recent  years,  the  performance  of  neural  machine
translation  (NMT)  greatly  surpasses  that  of  statistical  machine  translation  (SMT),  becoming  the  mainstream  method  in  MT  research.
However,  NMT  generally  takes  the  sentence  as  the  translated  unit,  and  in  document-level  translation  scenarios,  some  discourse  errors  such
as  the  mistranslation  of  words  and  incoherent  sentences  may  occur  due  to  the  separation  with  discourse  context  if  the  sentence  is  translated
independently.  Therefore,  incorporating  document-level  information  into  the  procedure  of  translation  may  be  a  more  reasonable  and  natural
way  to  solve  discourse  errors.  This  conforms  with  the  goal  of  document-level  neural  machine  translation  (DNMT)  and  has  been  a  popular
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direction  in  MT  research.  This  study  reviews  and  summarizes  works  in  DNMT  research  in  terms  of  discourse  evaluation  methods,  datasets

and  models  applied,  and  other  aspects  to  help  the  researchers  efficiently  learn  the  research  status  and  further  directions  of  DNMT.

Meanwhile, this study also introduces the prospect and some challenges in DNMT, hoping to bring some inspiration to researchers.
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1   引　言

由于人工翻译所需的人工和时间成本过于昂贵, 机器翻译的相关研究开始繁荣起来, 它旨在构建一个自动化

系统, 快速且准确地将给定的源语言序列转换为与其语义对等的目标语言序列. 机器翻译有着广阔的应用场景, 如
国际交流、跨国贸易等, 在一些大型的搜索引擎上, 如 Google、百度、Bing等都提供了多种语言的机器翻译服务.
因此自机器翻译的概念被提出, 就成为了工业界和学术界炙手可热的研究方向. 机器翻译方法的发展过程可以概

括为从基于规则的机器翻译方法到基于统计学习的机器翻译方法, 再到基于神经网络的机器翻译方法. 近年来, 随
着数据挖掘的发展, 端到端 (end-to-end) 的神经机器翻译方法得到了迅速发展, 成为了机器翻译研究领域的主流

方法 [1–10].
端到端的神经机器翻译模型通常以句子为基本翻译单元, 这使得在面向文档翻译时, 无法对文档内部句子间

的信息进行建模, 导致生成的文档级译文因脱离文档级的篇章语境而出现错译、语文衔接性差和不连贯等问题.
图 1 展示了一个文档级中到英的翻译示例. 可以观察到, 在人工译文中, 此文档中所有句子的动词翻译 (蓝色部

分)均采用了相同的时态, 这种现象被称为文档翻译中的时态一致性. 然而在句子级的自动译文中, 时态的应用十

分混乱, 如在第 1句中使用了现在时态 (如 blows), 而在第 2句中却采用了过去时态 (如 became). 除时态一致性外,
这个例子的自动译文还存在代词以及名词错误翻译问题 (红色部分). 例如, 对于文档的第 4句“小蝌蚪看见小鸭子

跟着妈妈在水里划来划去, 就想起自己的妈妈来了”, 由于后半句省略了主语“小蝌蚪”, 同时根据跨句上下文, 这里

的小蝌蚪的正确译文为复数形式“tadpoles”, 其对应的物主代词和代词应分别为“their”和“they”, 而不是“its”和“it”.
然而在机器翻译译文中, “小蝌蚪”被翻译成单数形式“tadpole”, 其对应的代词和物主代词也被错误地翻译为了“it”
和“its”. 为了弥补句子级翻译模型在翻译文档时所带来的问题, 文档级机器翻译 (document-level machine
translation, 有时又称为篇章级机器翻译)成为机器翻译研究的热点, 其目标是以文档级为翻译单元, 实现文档级的

从一门语言到另一门语言的翻译. 在翻译过程中, 通过利用跨句上下文信息, 解决句子级机器翻译模型在翻译文档

时引起的篇章问题.
早在统计机器翻译时期, 学者们就已经探索了文档级机器翻译方法. 例如, Tiedemann等人 [11]提出一种基于

缓存 (cache-based) 的方法提升词汇翻译的一致性. Gong等人 [12]也提出一种基于缓存的方法, 在翻译文档中当

前句时, 将之前翻译完成的句子中的短语对储存起来, 用于给当前句的翻译过程提供文档级的信息. Hardmeier
等人 [13]将句子级基于短语的统计机器翻译解码算法拓展为文档级解码算法. 具体地, 在句子级翻译结果的解码

过程中, 利用文档信息优化翻译结果. 在此基础上, Stymne等人 [14]在利用文档级的信息优化翻译时, 引入了一

些显式的约束, 如词汇一致性约束等. Xiong等人 [15]提出构建一个基于词汇链的方法, 来提升句子译文之间的

词汇链接性.
如何利用神经网络方法建模文档级信息, 解决在文档翻译场景下的问题, 从而进一步提升翻译质量也成为近

年来神经机器翻译领域的一大研究热点. 文档级神经机器翻译以句子级翻译为基础, 模型也受句子级翻译模型的

影响. 早期的文档级神经机器翻译是基于循环神经网络结构 (recurrent neural network, RNN)[16]. 例如, Wang 等

人 [17]较早提出了使用神经网络方法进行文档级翻译. 具体地, 在句子级编码器的基础上, 引入一个跨句上下文编

码器, 跨句上下文编码器将当前句之前的若干个句子的表征作为输入, 上下文编码结果最后再与当前句编码过程

融合, 以此来丰富当前句的表征. 与此不同, Tu等人 [18]提出使用一个缓存组件来存储跨句的翻译历史单词, 在进行

解码的每个时间步 ,  将从缓存组件中获取跨句的上下文信息 .  而后随着基于注意力机制的序列到序列框架

Transformer[10]的提出, 目前绝大多数文档级神经机器翻译模型均基于 Transformer. Zhang等人 [19]提出使用一个双
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编码器框架, 分别用于对当前句和上下文句进行编码, 而后将两个编码结果在解码阶段进行融合. 随后的相关研究

探索了各种最大化且最大效率地建模和利用上下文信息, 利用的文档信息包括全篇的源端信息 [20–25]、部分或全部

目标源端信息 [26–30]等. 除此之外, 还有一些相关工作利用文档级信息提升某种特殊篇章现象的性能 [31,32].
 
 

图 1　文档级翻译的举例, 其中机器翻译译文来自 Google 翻译 (2023.02.08)
 

同时, 传统的句子级评测方法包括 BLEU[33]等已经不足以全面反映文档级翻译质量的好坏, 相关研究已提出

多种用于评测文档级翻译的评测方法, 如代词翻译评估 [34]、反映词汇链接性的评估和综合多种篇章现象的评估

方法 [30,35].
尽管文档级神经机器翻译已取得了极大的发展, 但依然存在着诸多困难和挑战. 本文旨在调研近年来文档级

神经机器翻译的相关工作, 为之后文档级机器翻译的研究和发展提供参考或为后续从事相关研究工作的研究者们

提供一些启发. 本文第 2节介绍句子级和文档级神经机器翻译的理论背景. 第 3节详细描述了用于文档级神经机

器翻译的数据集、公开评测和相关的文档级评测指标. 第 4 节全面描述了传统文档级神经机器翻译的主流方法.
第 5节整理并概述了基于预训练模型的文档级神经机器翻译方法. 第 6节阐述了在文档神经机器翻译领域的展望

以及存在的一些问题和挑战. 

2   理论基础

目前的神经机器翻译, 包括句子级和文档级, 均采用端到端的编码器-解码器框架. 

2.1   句子级神经机器翻译

(x,y) x = {x1, . . . , xI} I y = {y1, . . . ,yJ} J

x

h

记   为一个平行句对, 其中源端句   包含   个单词, 目标端句子   包含   个单词. 在
编码器-解码器框架中, 编码器使用 (双向) LSTM网络 [6]、CNN网络 [5]或 Transformer[10]网络等将源端句子   编码

为对应的隐藏表示   , 即: 

h = Encoder(x|θE) (1)

h ∈ RI×d d θE h其中,    ,    为隐藏表示大小,    为编码器参数. 然后, 给定   , 解码器依次预测目标端的每个单词. 在解码的
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t y<t {y1, . . . ,yt−1} yt P(yt |h,yt;θD) θD

(x,y)

第   时刻, 解码器根据预测历史   指   , 预测该时刻目标端单词   的概率分布, 即   , 其中 

为解码器参数. 于是, 平行句对   的概率可以表示为: 

P(y|x;θ) =
J∏

j=1

P(y j|x,y< j;θ) (2)

θ = θE ∪ θD其中,    .

在以 Transformer为代表的编码器-解码器框架中, 编码器使用多个结构相同的但参数不共享的编码层累叠组

成. 每个编码层包括一个自注意力模块和一个前馈神经网络模块. 自注意力模块将一个序列的不同位置联系起来,

能够建模句内词之间的依赖, 捕获每个单词的全局语义; 而在前馈神经网络模块, 各单词之间相互独立, 用于信息

的自进化. 同样地, 解码器也使用多个结构相同的层累叠组成. 每个解码层包括一个自注意力模块、一个编码器-

解码器注意力模块和一个前馈神经网络模型. 其中, 自注意力模块和前馈神经网络模块的功能与编码层的两者类

似, 主要区别在于解码器是针对目标端序列, 同时需要防止任意位置对其后续位置的关注. 编码器-解码器模块将

注意力集中到源端相关的单词上, 以获取源端上下文信息. 

2.2   文档级神经机器翻译

(X,Y) K X= {x(1), . . . , x(K)} Y= {y(1), . . . ,y(K)}
k y(k) = {y(k)

1 , . . . ,y
(k)
|y(k) |} |y(k)| y(k) (X,Y)

记   表示一个包含   个平行句对的平行文档对, 其中源端文档   和目标端文档   .
假设目标端第   个句子表示为   , 其中     指句子   的长度, 那么平行文档   的翻译概率可

以表示为: 

P(Y |X;θ) =
K∏

k=1

P(y(k)|X,Y (<k);θ) =
K∏

k=1

|y(k) |∏
t=1

P(y(k)
t |X,Y (<k),y(k)

<t ;θ) (3)

θ Y (<k) {y(1), . . . ,y(k−1)} k−1 y(k)
<t {y(k)

1 , . . . ,y
(k)
t−1} t

x(k)

其中,     表示模型参数;    指   , 即第 1个句子至第   个句子的译文;    指   , 即   时刻

 句子的历史译文. 为了更好地与句子级翻译模型公式 (2) 比较, 将公式 (3) 进一步改写为: 

P(Y |X;θ) =
K∏

k=1

|y(k) |∏
t=1

P(y(k)
t |x(k),y(k)

<t ,C(X,Y (<k));θ) (4)

y(k)
t

C(X,Y (<k)) X Y (<k)

相比于句子级翻译模型, 在预测目标端单词   时, 文档级模型除了使用当前源端句子和当前句的历史译文

外, 还利用了上下文    , 即源端全文   和目标端前面句子的译文   , 也统称为源/目标端文档上下文.

C(X,Y (<k))根据   表示文档上下文的不同, Maruf等人 [36]进一步将文档级神经机器翻译分为: 利用部分源端文档

上下文、利用全部源端文档上下文、利用目标端文档上下文等. 

3   公开评测、数据集及相关评测指标

本节将描述文档级神经机器翻译常采用的数据集, 以及翻译性能评估指标. 

3.1   文档级神经机器翻译相关公开评测

目前涉及文档级神经机器翻译评测任务的包括 IWSLT 组织的评测、WMT 组织的文档级机器翻译评测, 以
及WAT组织的相关文档级机器翻译评测.

• IWSLT 全称为 The International Conference on Spoken Language Translation (2015 年及以前为 The

International Workshop on Spoken Language Translation),  是关于口语翻译的会议/研讨会, 至今已举办了 20届. 多

届会议都提供了文档级的翻译语料, 如 2008年 IWSLT提供了汉语到英语, 阿拉伯语到英语和汉语到西班牙语的

文档级平行语料, 其中训练集包含了来自 BTEC (basic travel expression corpus)的 20k句对. 而在 2012年, 他们开

放了一个来自 TED演讲领域的文档级翻译评测任务. 除此之外, 在 2013–2019年 IWSLT均提供了文档级翻译评

测. 虽然 IWSLT在过往的很多届中都提供了文档级翻译评测任务和数据集, 但其评估方法主要还是被广泛用于评

测句子级翻译系统的 BLEU, METEOR, TER等自动评估指标, 而并未提供评估文档信息的利用和文档级问题解决
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情况的针对性评估指标.

• WMT 全称为 The Conference on Machine Translation (2015 年及以前为 The Workshop on Machine

Translation), 是关于机器翻译的会议/研讨会, 至今已举办了 17届. 该会议每年会组织多样机器翻译任务评测, 吸

引全球学者的参与. WMT 自从 2010 年就组织了篇章级的机器翻译质量自动评估的评测任务, 如在 2010 年,

Comelles 等人 [37]提交了一个建模文档级表征去评估文档级译文质量的评测方法, 在 2015年, Vela等人 [38]提交了

一个使用文档级的嵌入向量来评估文档级翻译质量的评测方法. 在 2019年, WMT提供了文档级的语料鼓励提交

者使用跨句的上下文提升翻译质量. 如 Junczys-Dowmunt等人 [39]提交的文档级翻译系统. 除此之外, Rysová等人 [40]

还提交了一个文档级译文的评测工具.

• WAT全称为 The Workshop on Asian Translation,  是关于亚洲语言的机器翻译的研讨会, 首届于 2014年在

日本东京举办. 首届会议就组织了探索如何利用跨句 (文档级)上下文的评测任务, 同时除自动评估外, WAT还提

供了评价文档级译文的人工评估. 

3.2   文档级神经机器翻译常用数据集

在文档级神经机器翻译早期, 研究者们针对不同的语言对, 通常使用不同的文档数据集. 表 1列出了文档级神

经机器翻译常用的数据集. 结合表 1及对具体数据集的观察分析, 可以总结出以下几个特点.

• 数据集来源特点: 数据集通常源自或摘自机器翻译相关的评测, 包括早期的 NIST评测、历年的 IWSLT评

测和 WMT 评测等. 数据领域主要包括新闻类 (如 LDC/NIST 和 News-Commentary 等数据集)、演讲类 (如

IWSLT等数据集)、字幕类 (如 Subtitles和 OpenSubtitles等数据集)和政府文件类 (如 Europarl数据集).

• 数据集语言分布特点: 最常用的语言对包括中→英以及英→德, 实验使用的数据集也非常多. 相对而言, 中→

英文档翻译使用最广的数据集是 LDC NIST数据集和 IWSLT2015评测数据集, 而英→德文档翻译使用最广的数

据集 (https://github.com/sameenmaruf/selective-attn)是 IWSLT2017、News-Commentary v11以及 Europarl数据集,

其中后两者源自于WMT评测数据集.

• 数据集类型特点: 其中字幕类数据集 (Subtitles和 OpenSubtitles)来自于电影对话的字幕, 多为一些较为口语

化对话, 因此跨句篇章现象 (如省略、零指代等)的出现频率相较其他类型数据集更高. 而演讲类数据集 (IWLST)

是来自 TED的演讲字幕, 数据特点为篇幅较长、表达较为书面化、省略现象不多, 但长距离的指代现象出现频率

较高. 而新闻类 (LDC/NIST、News-Commetary)数据集特点是表达高度书面化、篇幅适中、各种篇章现象的分布

较为平均. 

 

表 1　常用的文档级翻译数据集统计
 

语言对 数据集
数据集中篇章数/句子数

使用当前数据的文献
训练集 开发集 测试集

中→英

LDC/NIST 41k/940k 588/5 833 (NIST 02/03/04/05/06/08) [17–19,32,41–109]
IWSLT2015 1.7k/210k 8/887 (dev2010) 23/3 874 (tst2010+2013) [18,28,30,44,49]
IWSLT2017 1.9k/234k 8/887 (dev2010) 62/5 566 (tst2012–2015) [20,23,31,45,46]

IWSLT2014–2015 3.1k/398k 8/887 (dev2010) 56/5 473 (tst2010–2013) [32,47,48]

Subtitles －/2.15M －/1 154 －/1 086 [31,47]
News-Commentary v14 7.9k/312k 130/3 004 (news2017) 122/2 998 (news2018) [23,31]

PDC 59k/1.39M 163/2 000 (news2019) 148/4 858 [30,50]
BWB 196k/9.6M 79/2 618 80/2 632 [35]

英→德

IWSLT2017 1.7k/206k 92/8 967 22/2 271 (tst2016–2017) [21,28–31,36,48,50–56]
News-Commentary v11 24k/236k 180/2 169 (news2015) 211/2 999 (news2016) [21,28–31,36,50,53,57]
News-Commentary v14 8.4k/329k 130/3 004 (news2017) 122/2 998 (news2018) [23,49]

Europarl v7 118k/1.7M 240/3 587 180/2 567 [21,23,28–31,36,48,50,52,53,58]
IWSLT2014 1 361/172k 17/1 172 (dev2012) 31/2 329 (tst2013–2014) [45]

OpenSubtitles2018 －/9.39M －/9k －/14.1k [52,55]
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3.3   文档级神经机器翻译评估指标

在评估文档级译文质量时, 最常见的做法仍然是将文档级译文拆分为句子级译文, 然后再以句子级的评估指

标评估文档级译文的质量, 包括 BLEU[33]、TER[65]、METEOR[66]和 ROUGE[67]等. 这样, 能够直接与句子级机器翻

译进行比较, 以判断文档级上下文是否较句子级翻译带来翻译性能的提升.
将整个文档的译文看作是一个整体的单元, 进行文档级的评估是目前文档级机器翻译的一个研究方向. 文档

级 BLEU值是最常用的评估指标之一, 也就是将文档译文看作是一个长序列, 然后再计算其 BLEU值 [99]. 然而, 由
于代词翻译、文档级衔接词等涉及文档衔接性和连贯性的词汇占比较少, BLEU值往往很难真实反映出模型是否

在这些文档级现象上有提升. 因此, 大量的相关研究提出了如何从单个特定文档级现象或综合文档级现象来评估

文档级译文. 本节将从代词翻译评估、词汇衔接评估、其他篇章现象评估和综合篇章评估这 4个方面来描述相关

的文档级译文评估指标. 表 2列出了相关评估指标的简明信息.
 
 

表 2　文档级翻译的评估指标汇总
 

类型 评估指标 说明 使用文献

代词翻译

APT[34]
代词翻译准确率 [20,47,52]

AutoPRF[71] 代词翻译准确率、召回率、F1值 [20,52]
CRC[75]

代词翻译准确率 [52]
词汇衔接 LC/RC[77] 词汇衔接性, 与参考译文无关 [35,47]

篇章关系评估

GCC/CS 类似LC/RC, 但与参考译文相关 [78]
HHI 词汇译文的一致性, 与参考译文无关 [32,81]

LTCR[32] 词汇译文的一致性, 与参考译文无关 [32,100]
Text Cohesion[79] 计算两个相邻句子之间的相似度, 与参考译文无关 [41]

综合评估指标

ACT[84]
连接词翻译准确率 [84]

BLONDE[35]
实体、性别代词、篇章关系连词、时态和1/2/3/4-gram等 [35]

TCP[30] 时态一致性、篇章关系连接词翻译、零代词翻译 [30,50]
 

表 1    常用的文档级翻译数据集统计 (续) 

语言对 数据集
数据集中篇章数/句子数

使用当前数据的文献
训练集 开发集 测试集

德→英

News-Commentary v9 4.9k/191k 90/2k (news2009) 270/6k (news2011+2016) [27]
IWSLT2017 1.7k/203k 8/887 (dev2010) 12/1 080 (tst2015) [55,56]

IWSLT2015-2016 1.8k/220k 8/887 (dev2010) 11/1 664 (tst2010) [49]
News-Commentary v14 7.8k/303k 129/3 011 (news2013) 129/3 011 (news2014) [30,50]

英→法

IWSLT2016 1.8k/220k 8/887 (dev2010) 11/1 664 (tst2010) [49]
IWSLT2017 1.7k/203k 66/5 819 (tst2011–2014) 12/1 080 (tst2015) [25]

OpenSubtitles2018 －/16M －/10 036 －/9 740 [60]

西→英

IWSLT2014-2015 1.6k/200k 8/887 (dev2010) 35/4 711 (tst2010–2012) [47]
OpenSubtitles2018 －/4.0M －/10 036 －/9 740 [47]

News-Commentary v11 －/0.2M 124/1 917 (news2008) 826/13.5k
(news2009–2013) [47]

News-Commentary v14 9.2k/335k 229/3 000 (news2012) 192/3 000 (news2013) [30,50]
英→俄 OpenSubtitles2018 －/2.0M －/10 036 －/9 740 [48,49,58,61–64]
俄→英 News-Commentary v14 6.0k/226k 266/3 000 (news2018) 213/2 000 (news2019) [30,50]
英↔土 OpenSubtitles2018 －/20.2M －/10 036 －/9 740 [55]

英↔日
News 23k/220k 178/2 000 201/2 000 [56]

IWSLT2017 1.8k/194k 8/887 (dev2010) 15/1 285 (tst2014) [46,56]

注: k指单位千, M指单位百万, 对于字幕类 (OpenSubtitle)数据集, 通常并没有明确的篇章分割, 因此本文并没有统计其所包含的
篇章数
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3.3.1    代词翻译评估

源端前一句: You rich guys think that money can buy anything.
源端当前句: How right you are.
目标端前一句: 你们富人总以为钱能买到一切.
目标端当前句: 你们想的太对了.
例 1: 英→中代词翻译举例. 例子摘自 Cai 和 Xiong[68].
指代是一种篇章的衔接手段. 代词所指的对象可以出现在本句, 前面某句, 甚至后面某句. 因此, 准确地翻译代

词往往需要文档级上下文的信息. 如例 2所示, 当前句代词 “you” 指向前一句短语 “you rich guys”, 其在目标端的

正确翻译为 “你们”. 作为文档级翻译的一个难点, 代词翻译 (包括零代词), 经常用来评测文档级翻译在指代和共指

现象的一个指标受到研究者的关注 [69,70]. Federico和 Hardmeier[71]通过词对齐, 为每个源端代词获取其在参考译文

和自动译文的翻译结果. 受 BLEU值计算方法的启发, 根据源端代词在参考译文和自动译文中对应的目标端代词

集合, 计算代词翻译的准确率、召回率和 F1值, 简称 AutoPRF. 该评测方法也被用于代词翻译相关的公开评测中 [72].
Werlen等人 [34]提出了代词翻译准确率 APT (accuracy of pronoun translation). 该评测方法也是建立在词对齐结果基

础之上, 分别为每个源端的代词找到其在参考译文和自动译文的翻译结果. 该评测会考虑目标端代词词形上的变

化, 根据翻译结果判断源端代词是否完全翻译正确、部分正确或不正确等.
除了以上用于评估代词翻译性能的指标外, 相关工作还建设了用于评估代词翻译性能的数据集. 例如, Guillou

等人 [73]构建了用于评估英→法机器翻译中代词翻译性能的数据集. 该数据集来源于 DiscoMT2015代词翻译公开

评测的测试集 DiscoMT2015.test, 选择其中 250个源端代词并比较其在参考译文和自动译文中的翻译. 在英→中

翻译中, 英文代词存在着一词多译现象, 如 “they” 可以翻译为 “他们” “她们”或“它们”, Cai等人 [68]针对英文第二人

称代词 “you” 和第三人称代词 “they” 构建了代词翻译测试集. 类似地, 在英→德翻译中, 英文代词 “it” 也存在一词

多译现象, 为了评测英→德翻译模型的代词翻译性能, Müller等人 [74]构建了围绕英文“it” 翻译的共 12k英德句对

测试集. Bawden等人 [26]针对英→法的代词翻译, 构建了 50个测试样例. 每个样例包括一个源端二元组 (包含目标

代词的源端当前句, 及包含该代词所指对象的上下文句), 以及 4 个目标端三元组 (目标端的上下文句, 正确/半正

确的当前句翻译结果, 错误的当前句翻译结果). Jwalapuram等人 [75]利用历年WMT数据构建了多种语言到英文翻

译的数据集. 自然地, 英文参考译文为正例, 通过修改参考译文中的代词构建其对应的负例. 作者提出了根据正例

和负例训练一个回归模型, 该模型能够给任意的译文进行打分. 评测指标包括 NC (no context)、RC (respective
context)和 CRC (common reference context). Wong等人 [52]构建了可用于评估后指代词翻译性能的测试集. Yun等
人 [55]构建了一个评测英→韩代词翻译的测试集. 为了评估日→英翻译中对日文零代词翻译的性能, Shimazu等人 [76]

构建了共包含 5 341个日英句子对的测试集. 该数据中的英文句子来源于 OntoNotes语料的 CNN广播对话部分,
人工将其翻译为日文, 并筛选中英文句子中的代词以及它们在日文句子的对应译文, 以便获取日文的零代词位置

以及它们在英文中的翻译. 除以上包含日文零代词翻译的英文构成测试正例外, 还需要人工修改对应英文的代词

翻译以构建日文零代词翻译的测试负例. 测试时, 根据翻译模型对测试正例和负例的打分, 以评估模型对零代词的

翻译性能. 表 3统计了这些数据的规模以及其用于评测的目标篇章现象, 与表 1所列的数据集不同, 这里的数据集

仅为测试集, 用于评估系统对特定篇章现象的解决能力. 

3.3.2    词汇衔接评估

词汇链接是语篇连贯的重要手段之一, 因此词汇衔接对篇章的理解起着重要作用. Wong 等人 [77]提出了 LC
和 RC 两个指标用于评估文档译文的词汇衔接性能. 其中, LC 为文档内链接词汇的占比, 而 RC 为重复词汇的占

比. 由于 LC和 RC的计算并未考虑参考译文, Gong等人 [78]进一步比较了自动译文和参考译文词汇链的相同和不

同部分. 为了衡量文本的连贯性, Lapata等人 [79]分别提出了基于句法和基于语义的文本连贯性评估方法, 其中, 基
于语义的方法通过计算文本相邻句间的平均相似度作为文本连贯值, 被用于文档翻译相关文献比较不同模型译文

之间的连贯性 [41,80].
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表 3　文档级神经机器翻译评估相关数据集汇总
 

语言对 篇章现象 数据规模 文献

英→法

指代翻译 50例子 (每个例子包含4个对比翻译)
[26]

连贯和链接 100例子 (每个例子包含2个对比翻译)
代词翻译 PROTEST (50个代词) [73]

X→英

多种源语言到英文的代词翻译 33 227个代词 [75]
代词翻译 800例子

[68]连接词翻译 800例子

省略翻译 800例子

英→德 代词翻译 12 000例子 [74]
英→韩 代词翻译 150例子 [55]
日→英 零代词翻译 5 341例子 [76]

英→俄

指示词 3 000例子

[63]省略 1 000例子

词汇链接 2 000例子
  

3.3.3    篇章关系评估

Reeder 等人 [83]提出使用潜在语义分析 (latent semantic analysis, LSA) 用来衡量译文的忠实度 (translation
adequacy). 为此, 作者定义了多种不同的实验设置, 以比较不同使用 LSA算法的方法.

Gong等人 [78]提出了文档主旨一致性的评估方法. 该方法分别获取参考译文和自动译文的主题分布, 计算两个

主题分布的 KL值并做非线性转换作为两者的文档主旨一致性值.
除此之外, 在同一个文档内, 源端相同的词汇通常在目标端的译文也是一致的. 为了评估词汇译文一致性方面

的性能, Itagaki等人 [81]和 Guillou等人 [82]使用 HHI (Herfindahl-Hirschman index), 一种用于衡量一个行业市场集中

度的指标. Lyu等人 [32]提出了另一种可用于评测词汇译文一致性的指标 LTCR (lexical translation consistency ratio).
一般来说, 如果某个源端词在译文文档中的翻译越一致, 其指标值越高. 但以上两种指标均未考虑在参考译文中其

译文是否一致, 以及自动译文是否正确. 

3.3.4    综合篇章评估

以上很多相关文献 [77,78]同时将提出的评估指标与 BLEU等常见指标融合为一体. 例如, Wong等人 [77]使用线

性加权的方式进行融合: 

H = αmdoc+ (1−α)mseg (5)

mdoc mseg

α

其中,    为提出的文档级评估指标 LC或 RC值,    为句子级评估指标 (如 BLEU、METEOR等)值. 通过在相

关机器翻译评测数据集上可以优化参数   .
Jiang等人 [35]考虑了多个篇章现象, 包括命名实体译文一致性、时态一致性、代词翻译以及篇章关系词等方

面. 通过比较自动译文和参考译文在以上各方面的差异进行打分, 计算召回率、准确率和 F1值. 同时, 为了兼顾考

虑模型的翻译性能, 还考虑了计算 BLEU值时的 1/2/3/4-gram值. 最后, 通过不同的权值融合以上各篇章现象的分

值, 以及 4 个 n-gram 的值, 得到自动译文的最终分数, 称为 BLONDE. 该评测方法还支持用户自定义篇章现象或

其他用于反映自动译文的分数, 并融合计算最终的分数.
Sun 等人 [30]也考虑了多个篇章现象, 其中包括动词的时态一致性 (tense consistency)、连接词的翻译

(conjunction presence)和代词翻译 (pronoun translation). 通过对比自动译文和参考译文在这 3个篇章现象的差异,
计算出译文中各个篇章现象的得分, 然后将这 3个篇章现象的得分进行一个几何平均作为综合的篇章评测得分. 

3.4   小　结

上述的几类篇章级译文的评估方法各有其侧重点, 所要评估的译文质量的目标维度也不同, 具体地:
1) 代词翻译评估、词汇衔接评估以及各种篇章关系评估方法主要从具体某个篇章现象出发, 通过观察特定的
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单词的翻译结果或句间承接的流畅性来评估系统对跨句上下文的利用能力. 这种评估方法比较具有针对性, 所能

反映出模型能力的维度也较为局限, 但较为适合对代词翻译和词汇衔接性翻译等具体篇章现象要求较高领域的系

统评估, 如对话翻译系统.
2) 综合的篇章评估方法不仅考虑了一些频率较高的篇章现象, 还考虑了整体译文的翻译准确率, 其能从多个

维度反映一个翻译系统的好坏. 但相对的, 其并不能高效地评估具有针对性建模的篇章翻译系统, 如 Lyu等人 [32]

提出针对词汇一致性建模的篇章级翻译方法.
综上所述, 由于文档级翻译质量评估的复杂性, 其不仅需要考虑翻译的准确率 (如 BLEU), 还需要考虑各种篇

章现象, 如代词翻译、动词时态、句间的连接词等, 因此制定一个全面的评测方法是很具有挑战性的. 通过联合多

个针对性的指标进行综合评测, 是目前较好的解决方法. 同时, 根据语料领域的不同, 选择合适的、目标领域更为

关注的篇章指标作为评估目标是更为合适的方法. 

4   传统文档级神经机器翻译方法

C(X,Y (<k))

X Y (<k)

X

X Y (<k)

Y (<k)

文档级神经机器翻译的方法诸多, 旨在从源端文档上下文或 (和)目标端上下文抽取有用的信息, 以更好地翻

译每个句子. 也就是说, 如何制定在文档级翻译模型公式 (4) 中的   是每个文档级神经机器翻译模型首先

需要明确的问题, 除了   和   之外, 还可以利用还可以利用其他任何有用的信息. 例如, 在涉及二次翻译的文档

翻译模型中, 还可以利用源端所有句子第 1次翻译的结果. 在这里, 源端的上下文可以使用在   中的一部分句子,
也可以使用整个文档   ; 同时, 目标端的文档内各句子之间译文的产生既可以是相互独立的 (即不使用   ), 也可

以是后面句子的译文依赖于前面句子的译文 (即使用   ). 因此, 如图 2所示, 根据源端上下文的利用方式, 以及

目标端译文的生成方式, 本文将文档级神经机器翻译方法归纳为以下几类.
  

传统文档级神经
机器翻译方法

ParDoc2Sent 方法

基于 RNNSearch 方法

基于 Transformer 方法

严格限制句子数匹配

不限制句子数匹配

同时使用了
源端和目标
端上下文

仅使用了源
端上下文

Doc2Sent 方法

Doc2Doc 方法

图 2　传统文档级神经机器翻译分类框架图
 

X k x(k)

x(k)

• 部分源端到句子的文档级翻译方法 (简称 ParDoc2Sent): 在翻译文档   的第   个源端句子   时, 利用该句子

周围固定或不固定句子数的文档上下文. 一般来说, 在训练和翻译过程中, ParDoc2Sent仍以句子为基本单位进行

编码, 由于句子   既会被作为当前句, 也会被作为其他句子的上下文句, 因此该句子会被多次编码.

X k x(k)

X

• 全部源端到句子的文档级翻译方法 (简称 Doc2Sent): 在翻译文档   的第   个源端句子   时, 利用不固定句

子数的文档上下文, 如整个文档上下文   , 或者位于该句子前的所有句子. 一般来说, 在训练和翻译过程中, Doc2Sent

以文档为基本单位进行编码.
X k x(k)• 文档到文档的文档级翻译方法 (简称 Doc2Doc): 在翻译文档   的第   个源端句子   时, 除利用源端文档上

下文外, 还利用该句子前面句子的实时翻译结果. 需要注意的是, 有些翻译模型 (如文献 [27,51])涉及二次翻译, 利
用的目标端上下文为第 1次翻译的结果. 由于非利用目标端其他句子的实时翻译结果, 这里并不将这些模型归为

Doc2Doc翻译模型.
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• 基于大规模预训练模型的文档级翻译方法: 随着大规模预训练模型的普及, 基于大规模预训练模型的文档级

翻译方法是未来的研究趋势. 因此, 除以上 3 种分类外, 本文还专门总结基于大规模预训练模型的文档级翻译方

法. 该方法借助了基于外部海量数据使用无监督学习方式训练得到的预训练模型, 其目标是使用预训练模型所学

习到的语言通用性来提升文档级翻译的质量.
在文档翻译过程中, 在翻译某个句子时, 虽然可以利用的文档上下文信息包括源端整个文档和部分目标端文

档, 甚至还可以预先获取的整个目标端文档, 但绝大多数文档级翻译模型在翻译时仍是以句子为单位. 因此, 这些

文档级翻译模型通常也称为上下文感知翻译模型 (context-aware translation model); 相应地, 句子级翻译模型有时

也称为上下文不可知模型 (context-agnostic translation model).
需要注意的是, 有些 Doc2Doc模型 (如文献 [27,47,51]等), 既利用了源端上下文, 也使用了目标端上下文. 这

些模型也可以灵活地实现仅利用源端上下文, 变为 Doc2Sent或 ParDoc2Sent模型. 为方便描述, 以下仅将他们归

为 Doc2Doc 模型. 类似于 Doc2Sent 模型, 大部分 Doc2Doc 模型是以文档为基本单元进行编码. 与 Doc2Sent 不
同之处在于, Doc2Doc模型的目标端句子之间存在依赖关系, 而 Doc2Sent的目标端句子不存在依赖关系. 同时为

了对比 ParDoc2sent、Doc2sent 和 Doc2Doc 模型的性能差异, 表 4 报告了其各类代表性相关工作在同一数据集

(英→德 TED、News和 Europarl)下的性能. ♥表示性能报告是基于 Dropout Rate为 0.3的设置上; 由于数据预处

理的方式、计算 BLEU分数的工具的不同 (Multi-BLEU或 sacreBLEU); 对于句子级 Transformer模型, 由于不同

论文复现时使用的超参 (如 dropout值等)或源码框架 (如 openNMT或 fairseq等)不同, 复现得到的模型性能也不

是完全相同的.
  

表 4　各类文档级翻译模型在英→德 TED、News和 Europarl数据集下的性能对比 (%)
 

模型
TED News Europarl

文献BLEU METEOR BLEU METEOR BLEU METEOR

句子级模型

RNNSearch[6] 19.24 40.81 16.51 36.79 26.26 44.14 [53]

Transformer[10]

23.28 44.17 21.67 41.11 28.72 46.22 [21]
23.28 44.17 22.78 42.19 28.72 46.22 [53]
23.10 － 22.40 － 29.40 － [29]
24.82 － 25.19 － 31.37 － [29]♥
24.30 － － － － － [54]

ParDoc2Sent模型

Doc-Trans[19] 24.00 44.69 23.08 42.40 29.32 46.72 [21]
24.01 45.30 22.42 42.30 29.93 48.16 [53]

QCN[21] 25.19 45.91 22.37 41.88 29.82 47.86 [21]
Flat-Trans[53] 24.87 47.05 23.55 43.97 30.09 48.56 [53]♥
MHT[48] 26.22 － － － － － [48]

CoDoNMT[54] 26.89 － － － － － [54]

Doc2Sent模型

HAN-DocNMT[47] 24.58 45.48 25.03 44.02 28.60 46.09 [21]
24.58 45.48 25.03 44.02 29.58 46.91 [53]

SAN-DocNMT[51] 24.42 45.38 24.84 44.27 29.75 47.22 [21]
24.62 45.32 24.84 44.27 29.90 47.11 [53]

HybridContext[28] 25.10 － 24.91 － 30.40 － [29]
HAN+DS[57] － － 24.84 － － － [57]

Doc2Doc模型
G-Trans[29] 25.12 － 25.52 － 32.39 － [29]
P-Trans[50] 25.67 － 25.93 － 32.62 － [50]

  

4.1   ParDoc2Sent 文档级翻译方法

c = (c1, . . . ,cL)

如图 3 所示, 典型的 ParDoc2Sent 模型通常将部分源端句子, 如位于当前句附近的句子, 看作是一个长序列

 , 并利用额外的上下文编码器进行建模, 建模后的上下文表示既可以用于辅助源端当前句的建模, 也
可以用于辅助解码器生成当前句的译文. 相比于句子级翻译模型, ParDoc2Sent模型多了一个上下文编码器, 以及
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融合上下文的模块. 因此, 从模型结构上看, ParDoc2Sent模型本质上也属于句子级翻译模型, 但需要预先为每个源

端句子准备好上下文序列. 从这个角度看, ParDoc2Sent可看作是多输入的序列到序列模型. 在图 3(b)中①和②的

虚线表示文档上下文信息用于当前句的编码和 (或当前句的解码), 注意①和②可以不必同时存在.
 
 

(a) 文档上下文和当前句一起编码 (b) 文档上下文和当前句分开编码

图 3　两种典型的 ParDoc2sent模型示意图
  

4.1.1    基于 RNNSearch模型的相关工作

Tiedemann等人 [85]在句子级翻译的基础上, 扩展源端输入为当前句及其前一句拼接后的序列 (即源端为两个

句子的拼接), 目标端仍然为当前句的翻译. 该方法只需要改变句子级翻译的输入格式, 适应于任何翻译模型.

t

st st st

Jean等人 [86]利用双向 GRU模型作为文档上下文编码器对当前句的前一句进行编码. 作者认为, 文档源端上

下文能够提供有用的篇章信息, 但这些篇章信息与当前句等翻译的单词/短语相关. 因此, 在   时刻, 解码器首先使

用注意力机制从当前句的编码器捕获上下文信息   ,    蕴含了待翻译的源端单词/短语信息, 然后再利用   , 使用

注意力机制从文档上下文编码器捕获信息. 基于英→法和英→德翻译的实验结果表明, 当训练集规模较小时, 利用

源端文档的前一句能够提升翻译性能 BLEU值和 RIBES值, 同时也能提升代词翻译的性能, 但当训练集达到一定

规模时, 相应的提升消失, 甚至性能出现下降趋势.
类似地, Kuang等人 [41]采用两个编码器独立地对当前句前一句与当前句分别进行编码, 与 Jean等人 [86]不同之

处在于, 该文的解码器使用了两个平行的注意力机制, 分别从前一句和当前句捕获信息, 再采用一个门控机制融合

两者信息, 代表整个从源端获取的信息. 在中→英翻译的实验结果表明, 该方法能够显著提升模型翻译的性能, 并
提高了译文句子间的连贯性.

c(1)
t x(1)

t c(1)
t x(1)

t t

Bawden等人 [26]的做法与 Kuang等人 [41]类似, 解码器也使用两个平行的注意力机制分别从文档上下文和当前

句捕获信息   和   , 然后再使用包括拼接、门控和层次注意力这 3种不同的方法融合   和   , 作为整个   时

刻从源端获取的信息. 作者还比较了使用前一个句子的源文和译文作为文档上下文对当前句翻译性能的影响, 其
中前一句子的译文通过句子级翻译模型获取. 基于英→法翻译的实验结果表明, 使用前一句的源端作为上下文能

够提升模型的翻译性能的 BLEU值, 而使用前一句的 (自动)译文作为上下文降低了翻译性能值.

D D

与以上做法不一样的是, Wang等人 [17]使用当前句的前 3个句子作为文档上下文, 文档上下文编码器是一个

层次模型, 首先采用循环神经网络对每个句子进行编码, 并将句子中的最后一个单词的隐藏状态看作该句子的表

示; 然后基于文档上下文句子的句子表示, 采用另外一个循环神经网络对其进行编码, 并取最后一个句子的隐藏状

态看作是整个文档上下文的表示   . 作者提出了几种不同的策略将   应用于当前句的编码器和解码器, 包括 1) 用
于初始化编码器或 (和)解码器的初始状态; 2) 用作辅助上下文生成目标端每个时刻的隐藏状态. 在中→英翻译任

务上的实验结果表明该文方法能够显著提升翻译性能 BLEU值.
从以上可以看出, 由于循环神经网络结构简单, 通常只有一层网络结构, 除文献 [85]外, 文档上下文和当前句

的编码之间是相互独立的. 以上相关工作在模型上的区别主要体现在两个方面: 1) 文档上下文编码器; 2) 文档上

下文信息的利用. 其中, 文档上下文编码器皆基于循环神经网络, 区别在于当使用多个文档句子作为上下文时, 除
了简单地拼接这些句子形成长序列外, 还可以采用层次循环神经网络获取文档上下文信息; 文档上下文信息可用

来初始化当前句编码器循环神经网络的初始状态, 这将有助于对当前源端句子的理解; 同时, 在解码时如何从文档

上下文捕获信息, 是独立于当前句, 还是依赖于当前句, 以及如何融合从文档上下文和当前句捕获的信息等, 是设

计解码器时需要明确的问题. 
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4.1.2    基于 Transformer模型的相关工作

随着 Transformer 模型 [10]的提出, 由于其性能上优于 RNNSearch 模型, 越来越多的相关工作开始基于

Transformer模型. 同时, 由于 Transformer的编码器和解码器分别由多个编码层和解码层组成, 因此, 文档上下文

信息的利用方式要比基于 RNNSearch模型要更灵活多样. 接下来, 我们按发表年份从远至近来描述相关工作.
Zhang等人 [19]使用当前句的源端前后句子作为上下文, 并利用 Transformer的编码器对其进行编码. 在当前句

的编码器, 在自注意力层和前馈网络层添加一个多注意力层, 用于从源端上下文捕获有用的信息; 类似地, 在当前

句的解码器, 在自注意力层和编码器-解码器注意力层添加了一个多注意力层, 用于从源端上下文捕获有用的信息.
该文比较了多种不同的上下文的翻译性能, 基于中→英的文档翻译实验结果表明, 使用当前句的前两句作为上下

文具有最佳的性能. 同时, 在利用 Transformer编码器对文档上下文进行编码时, 只需使用一层编码层就能达到较

好的性能.
Voita等人 [61]研究重点在于分析上下文感知翻译模型是否能够学习到指代信息, 生成的文档译文具有更佳的

指代属性. 作者提出的上下文感知翻译模型使用当前句的源端前一句作为文档上下文, 文档上下文和当前句各有

N 层编码层, 其中共享编码器的前 (N–1)层, 而在当前句的最顶层, 通过门控机制融合文档上下文的信息. 基于英→
俄的实验结果表明使用当前句的前一句作为文档上下文不仅能够得升翻译性能 BLEU值, 还能提升文档代词翻译

的性能.
Wang等人 [59]使用共享参数的 Transformer编码器分别对文档上下文和当前句进行编码, 然后在解码器端使

用了 3种不同方法利用文档上下文和当前句的编码结果. 方法 1的模型称为 Concatenate模型, 即将文档上下文和

当前句的编码结果进行拼接, 拼接后的结果作为整个编码器的输出; 方法 2的模型称为 Alternate模型, 即在解码

器的自注意力层和前馈网络层使用两个编码器-解码器注意力层, 分别使用文档上下文和当前句的编码结果; 方法

3的模型称为 Interleave模型, 即某些解码层的编码器-解码器注意力层使用文档上下文编码结果, 其他解码层使用

当前句编码结果. 基于法→英的实验结果表明, 使用当前句的前两句作为文档上下文能够显著提升翻译性能

BLEU值, 其中 Interleave模型性能最好, 其次为 Concatenate模型, 最后为 Alternate模型, 尽管 Alternate模型的参

数最多.
Yang 等人 [21]拼接当前句的前面 3 个句子作为上下文, 并利用查询引导的胶囊网络 (query-guided capsule

network)从不同方面对上下文信息进行归纳.
与 Voita等人 [61]的分析不同的是, Wong等人 [52]分析了上下文感知模型对后指代词翻译的性能. 由于后指代

词的指示对象出现在其后, 作者使用当前句的后一句作为文档上下文. 基于 HAN[47], 在英→德 OpenSubtitles、
TED/IWSLT和 Europarl这 3个文档翻译数据集和葡→英 OpenSubtitles文档翻译数据集的实验结果表明, 使用当

前句下一句不仅能够提升翻译性能 BLEU值, 还能提升文档后指代词翻译的性能.
Yun等人 [55]认为如果将含有多个句子的文档上下文看作是一个长序列, 容易增加计算复杂度和引起长距离依

赖问题. 为此, 作者基于 Transformer 编码器的层次模型对文档上下文进行编码, 该思想与 Wang 等人 [17]类似. 首
先, 使用 Transformer编码器对文档上下文的各个句子进行编码; 然后通过自注意力模型 [89]获取句子级向量; 最后,
使用另一个 Transformer 编码器对文档上下文的多个句子级向量进行编码. 基于英↔德 (IWSLT)、英↔土

(OpenSubtitles)和英↔韩 (Subtitles)文档翻译数据集的实验结果表明, 本文模型较相关方法取得更优的翻译性能

BLEU值, 同时具有更高的训练和解码速度.
Li等人 [49]试图探究多编码器框架下, 文档上下文对翻译当前句的作用. 作者分别使用两个平行的 Transformer

编码器分别对文档上下文 (当前句的上一句) 和当前句进行编码, 然后采用两种方式融合文档上下文和当前句的

信息. 为分析当前句的前一句的作用, 作者还假设某个固定的句子为所有句子的文档上下文, 或者随机选择源端单

词拼凑成一个序列作为文档上下文, 基于多个语言对的实验结果发现, 使用不同的文档上下文均能提升模型的性

能. 于是, 作者认为在多编码器框架下, 特别是当训练语料规模受限时, 上下文编码器同时起到了提供噪声, 增强模

型鲁棒性的作用. 需要指出的是, 一般认为, 文档上下文提供的信息有助于更好地理解当前句, 例如给当前句的某

些词提供有用的词义消歧信息等. 因此, 本文独立地对文档上下文和当前句进行编码, 仅在解码器使用文档上下文
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的信息并没有验证文档上下文是否有助于当前句的编码, 从而提升机器翻译的性能.
Kang等人 [23]认为, 一方面, 使用固定窗口的源端上下文会遗漏很多能够帮助翻译当前句的有用信息; 另一方

面, 使用全部的源端信息又会包括太多无用的上下文信息. 因此, 本文提出了一种动态选择有用上下文的方法. 通
过强化学习, 该方法能够与 ParDoc2Sent翻译模型进行联合并一起训练. 在多个数据集上的实验结果表明, 本文提

出的方法能够为多种不同的 ParDoc2Sent翻译模型找到更有效的文档上下文.
Ma 等人 [53]提出使用如图 3(b) 所示的多编码器框架时, 存在着文档上下文和当前句之间的交互不充分的问

题. 同时, 分开文档上下文和当前句不利用于使用如 BERT等预训练模型 [90]. 于是, 作者提出只使用一个编码器对

它们进行编码, 即将文档上下文 (本文使用前一句和后一句) 和当前句看作是一个长序列, 在 Transformer 编码器

的低层 (实验设置为 1层)编码这个长序列, 而在 Transformer编码器的高层 (2–6层)只编码当前句部分的序列. 基
于英→德 IWSLT、News和 Europoral这 3个文档翻译数据集的实验表明, 使用单编码器较双编码器取得更优的

性能, 同时, 使用单编码器更能发挥 BERT预训练模型的功能.
Yin等人 [60]针对上下文感知模型, 是否能够有效地发现有用的上下文信息提出了质疑. 于是, 作者标注了在英→

法翻译中, 正确翻译英文代词 it 和 they 所需的、位于当前句前 5 句范围内的源端和目标端上下文信息; 类似地,
作者还标注了正确消解或翻译具有歧义词所需的源端和目标端上下文信息. 为了约束上下文感知模型 [85]能够感

知有用的上下文信息, 作者约束当编码或生成以上标注语料中有歧义词时, 注意力模型的权重能够集中分布于消

解这些歧义词词义的有效上下文上.
Hwang等人 [92]利用源端文档的指代信息对 (文档上下文, 当前句)进行了数据扩充, 通过修改位于文档上下文

的指代内容, 产生新的 (文档上下文, 当前句) 训练样例. 基于扩充的数据, 计算对比损失, 该损失期望基于正确文

档上下文的当前句翻译概率要大于基于修改后文档上下文的当前句翻译概率. 基于多个 ParDoc2Sent的翻译模型

表明, 通过引入以上对比损失, 能够增强模型的翻译性能 BLEU值, 以及代词翻译性能.

Zhang 等人 [48]受启发于人工译者的翻译方式, 不断根据文档上下文修正当前句译文, 于是提出 Multi-Hop

Transformer, 并利用当前句源端和目标端的前 3 句作为文档上下文. 具体地, 使用源端上下文编码器分别对源端

前 3句进行编码, 然后在当前句的编码中, 在自注意力操作后, 依次使用多头注意力从前源端第 3、2和 1个句子

获取有用的上下文信息, 使用门控机制对获取的文档上下文信息和当前句自注意力结果进行加权平均; 类似地, 使

用目标端上下文编码器分别对目标端前 3句进行编码, 然后在当前句的解码中, 在自注意力操作后, 先使用多头注

意力从当前句的自动译文获取有用的信息, 然后再依次使用多头注意力从目标端前第 3、2和 1个句子获取有用

的上下文信息, 使用门控机制对获取的文档上下文信息和当前句自动译文多头自注意力结果进行加权平均. 基于

中→英 TED、英→德 TED和 Europarl、英→俄 OpenSubtitles的实验结果表明, 使用源端上下文和目标端上下文

(包括当前句)均能提升翻译的性能, 并且它们信息是互补的.
Lei等人 [54]讨论了融合源端衔接装置 (cohesion device)的文档翻译. 具体地, 首先将源端当前句的前 3句与当

前句进行拼接, 中间加入特殊符号 “<SEP>”, 目标端作同样的处理; 然后, 针对当前句的每个单词, 判断其是否为链

接装置. 如果某个单词在其上下文重复出现、或存在同义词、或存在上下位词、或存在指代链, 则认为该词为链

接装置. 在对源端进行编码时, 一方面对当前句的链接装置词进行掩码, 训练模型能够根据上下文预测出被掩码的

词; 另一方面, 在进行编码时, 使得当前句 (或上下文)每个单词的注意力集中于当前句 (或上下文)以及与它具有

链接的词. 在解码器, 需要预测文档上下文 (即前 3句)的译文和当前句的译文. 基于英→德 TED和 Europarl、英→
俄 OpenSubtitles的实验结果表明, 对源端衔接装置建模能够显著提升模型的翻译性能, 在英→俄篇章现象分析实

验的结果表明, 该方法能够显著提升篇章现象的性能. 

4.1.3    关于 ParDoc2Sent方法的讨论

综上所述, 大量的相关工作提出了基于部分源端信息的文档翻译模型. 一部分相关工作集中于设计不同的模

型以更好地利用文档上下文信息, 也有一部分相关工作更关注于模型探讨对上下文信息的利用, 以及模型对篇章

现象学习的讨论. 本节从以下 5个方面来探讨 ParDoc2Sent文档级翻译方法的特点与优劣.
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• 使用文档当前句的前面或后面句子的讨论. Voita 等人 [61]比较了使用源端当前句的前一句或后一句的翻译

性能, 在英→俄 OpenSubtitles的实验表明, 使用当前句的前一句作为文档上下文较句子级模型提升了 0.68 BLEU
值, 但使用后一句甚至较句子级模型降低了 0.15 BLEU值. 同时, 作者还做了对比实验, 表明模型性能的确得益于

使用当前句的前一句. Zhang等人 [19]分析比较了使用不同长度上下文 (当前句的前 1、2或 3句)对翻译性能的影

响, 在中→英 NIST语料上的实验结果表明使用当前句的前两句作为文档上下文取得的性能最优. 与 Voita等人 [57]

的发现不一致, Wong等人 [52]在英↔德、英↔葡 OpenSubtitles的使用当前句的后一句获得比使用其前一句更优的

总体翻译性能. 因此, 从以上分析可以看出, 使用当前句前面或后面句子作为文档上下文, 孰优孰劣与翻译语言对

和数据集体裁相关.
• 文档上下文作用的讨论. 相关工作讨论了为什么文档上下文能够帮助当前句的翻译. Li等人 [49]指出, 由于文

档翻译语料规模受限, 使用文档上下文能够防止模型在训练过程中出现过拟合, 起到增强模型鲁棒性的作用.
Zhang等人 [19]指出利用文档上下文有利于翻译模型对当前句单词的词义消歧, 例如, 根据上下文能够准确判断当

前句“我-仍然-非常-热忠-于-这-项-运动”中“运动”是指一项体育活动还是一种社会活动. Voita等人 [61]通过注意力

模型权重, 分析了当前句的哪些单词更倾向于融合文档上下文信息, 在英→俄 OpenSubtitles 数据上的分析表明,
源端代词如 it、yours、i 和 you 等会更关注文档上下文信息. 这也就是说, 由于代词的指代对象通常位于文档上下

文中, 因此, 利用文档上下文能够更好提升代词的翻译性能. Wong等人 [52]分析了英→德文档中, 英文代词的指代

对象出现的位置, 并认为利用当前句的后一句能够提升英文前照应代词 (即指代对象位于代词之后)的翻译性能.
Yin等人 [60]分析了上下文感知模型 [85]的注意力模型是否能够用于消歧作用的上下文信息.

• 篇章现象学习的讨论. 虽然以上文档级翻译模型的设计并没有显式地针对某个篇章现象, 但利用文档上下文

信息能够增强译文的篇章词汇衔接性和连贯性. 例如, 针对英→俄 OpenSubtitles数据集, Votia等人 [61]讨论了英文

代词翻译的性能, Votia等人 [62]讨论了包含指示、省略和词汇衔接等篇章现象的性能, 研究发现, 利用文档上下文

虽不一定能够提升 BLEU值, 但在篇章现象上却有明显的提升. Wong等人 [52]讨论了英↔德、英↔葡 Subtitles翻
译的前照应代词的翻译性能. Hwang等人 [92]根据位于当前句的代词及位于文档上文的先行词, 通过修改文档上下

文的先行词, 得到对比的文档上下文, 通过引入对比损失使得模型能够对位于文档上下文的先行词敏感, 从而提升

代词的翻译性能. Lei等人 [54]为当前句及其文档上下文构建词汇衔装置 (lexical cohesive device), 并在编码过程中

对这些词汇衔接装置进行建模.
• 模型训练方式的讨论. 文档级翻译需要文档级平行语料的支持, 不仅从文档级平行语料中可以抽取出句子级

平行语料, 而且句子级平行语料较文档级平行语料更容易获取. 因此, 合理地利用句子级平行语料能够显著提升文

档翻译的性能. Zhang等人 [19]使用两阶段训练法. 在第 1阶段, 利用句子级平行语料训练句子级 Transformer模型,
然后在第 2阶段, 固定句子级 Transformer模型的参数, 训练上下文感知模型除标准 Transformer外的其他模块参

数. Voita等人 [63]同样使用两阶段训练法, 但做法与 Zhang等人 [19]略有不同. 在第 1阶段, 利用句子级平行语料训

练句子级 Transformer模型, 然后在第 2阶段, 训练上下文感知模型的解码器部分所有的参数. Lupo等人 [93]讨论了

如何对带多编码器的上下文感知模型进行更有效的预训练. 但从其分析的章节可以看出, 利用部分文档上下文的

上下文感知模型本质上只是较传统的句子级翻译模型多了文档上下文作为输入. 因此, 在训练过程中, 某个句子会

被作为当前句, 以及其他句子的文档上下文句进行多次编码, 增加计算资源的开销.
• 跨句上下文选择的讨论. ParDoc2Sent这种建模方法的性能好坏通常取决于跨句上下文的选择, 与当前句更

为相关跨句上下文通常能更好地帮助当前句的翻译, 从而提升整体性能. 由于这个原因, 通常只使用固定位置的跨

句上下文 (如前 n 句或后 n 句), 不能总是带来性能提升, 在极端情况下, 甚至会性能下降. 因此动态地使用和待翻

译的当前句更为相关的跨句上下文来提升翻译质量将是 ParDoc2Sent 方法需要着重考虑的一个主要方面, 如
Kang等人 [23]提出的基于强化学习的方法来使模型动态选择与当前句更为相关的句子就是一个很好的选择. 除此

之外, 本文也认为使用一个更为有效的句级相似度计算方法, 去预先搜索与当前句更相关的跨句上下文句子可能

也是一个较为可行的方法. 
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4.2   Doc2Sent 文档级翻译方法

K

K

如图 4所示, 典型的 Doc2Sent模型通常以文档为单位, 采用文档编码器对整个包含   个句子的源端文档进行

编码, 在编码过程中, 每个单词会融合其句子外的文档信息. 但在解码过程中, 以句子为单位进行解码. 也就是说,
文档内的   个句子可以同时解码, 它们的目标端不存在依赖关系. 除少数相关工作 [27]外, 大部分 Doc2Sent文档级

翻译模型均基于 Transformer模型. 在图 4(b)中①和②的虚线表示文档上下文信息用于当前句的编码和 (或当前

句的解码), 注意①和②可以不必同时存在.
 
 

(a) 不单独对当前句进行编码 (b) 文档和当前句分开编码

图 4　两种典型的 Doc2Sent模型示意图
  

4.2.1    相关工作

Maruf等人 [27]基于 RNN-based的句子级翻译模型, 实现了文档级的翻译. 他们分别在源端和目标端各使用一

个记忆网络 (memory network), 用于捕获源端和目标端句子之间的关系. 在对当前句进行编码和解码时, 会利用源

端和目标端的记忆网络更新单词编码和解码时的状态. 需要注意的是, 虽然该文使用了目标端记忆网络用来捕获

目标端句子之间的关系, 但该网络使用的目标端翻译是预先通过句子级翻译模型获取的, 而并非实时翻译过程中

获取.
Maruf 等人 [51]基于 Transformer 的句子级翻译模型, 在他们之前工作 [27]的基础上, 进一步使用稀疏注意力

(sparse attention) 从句子级和单词级两方面获取文档上下文, 稀疏注意力机制使得模型能够从上下文主要关注有

用的句子或单词. 其中文档上下文包括源端上下文或 (和) 目标端上下文, 同时还探讨了两种获取上下文方式, 离
线式和在线式 (Offline和 Online), 区别在于 Offline使用全局文档信息, 而 Online仅使用位于当前句之前的文档信

息. 基于英→德 IWSLT、News和 Europarl的实验结果表明, 该方法取得了当时最好的翻译性能. 实验分析也表明,
本文使用的稀疏注意力机制能够捕获对翻译当前句有利的上下文句子和单词. 同时, 比较 Offline和 Online实验设

置的性能发现, 使用在使用历史信息的基础之上, 再使用未来信息对模型提升非常有限. 值得说明的是, 该文使用

的实验数据可以公开下载, 被广泛使用于后续的相关研究.
Mace等人 [22]使用 SWEM-aver (simple word embedding model-average)的方法为每个源端文档获取一个文档

向量, 即除未登录词外所有其他词的词向量平均. 然后为句子的每个单词添加其文档标签, 如 “<doc1>”表示第 1
个文档等, 该标签的词向量即为该文档向量. 考虑到文档表示源自于词向量, 如果在训练过程中更新词向量, 将会

导致文档向量与词向量不在同一语义空间. 因此, 作者先训练句子级 Transformer模型, 然后根据词向量为每个源

端文档获取向量, 并在后续文档翻译模型中固定词向量.
Tan等人 [20]使用层次注意力模型从整个源端文档为每个单词获取有用的信息, 其文档编码器中包含了一个句

子级编码器和一个文档级编码器. 首先, 对文档中的每个句子使用句子级编码器进行编码; 其后, 基于句子级编码

器结果获取的句子级向量仅包含句内信息, 于是将这些句子级向量传给文档级编码器进行编码, 更新每个句子级

向量, 使其含有句间信息; 最后, 为源端每个单词, 从以上获取的包含有句间信息的句子级向量获取文档上下文信

166  软件学报  2025年第 36卷第 1期



息. 为每个单词获取的文档上下文信息可以应用于编码器和解码器. Tan等人 [45]在该 Doc2Sent模型的基础上, 通
过发现零代词位置, 隐式地融合零代词消解于文档翻译模型中, 提升中→英 TED翻译任务中零代词翻译的性能.

Chen等人 [57]提出了融合篇章关系的文档翻译. 首先, 对源端文档进行基于修辞结构理论 (rhetorical structure
theory, RST)的篇章关系分析; 然后, 为文档中的每个词获取篇章关系向量, 即篇章关系树中根结点到该词所在篇

章基本单元 (EDU) 之间篇章关系序列经过编码后得到的表示, 并将该词的词向量与获取的篇章关系向量相加得

到融合篇章关系的词向量; 最后, 使用Miculicich等人 [47]的 Doc2Sent模型进行文档翻译. 基于英→德 News的翻

译结果表明, 融合源端篇章关系能够进一步取得翻译性能 BLEU值的提升.
受启发于基于统计机器翻译的增强词汇一致性的相关工作 [94–96], Lyu 等人 [32]针对源端词汇的翻译一致性问

题, 提出了可行的解决方案. 首先, 为源端文档的每个单词, 构建一个 word-link, 该 work-link中存放该单词出现的

其他位置; 然后, 在对文档所有句子进行句子级编码时, 根据上步构建的 word-link, 交互当前词与其 word-link中
其他词的信息; 最后, 对当前词和其 word-link中词的编码结果进行约束, 使得它们之间的相似度在交换信息后, 要
比没有交换信息要更相似. 基于中→英 LDC和 TED文档翻译、英→法 TED的实验结果表明, 该方法不仅能够显

著提升翻译性能 BLEU值, 还能够大幅度提升源端词汇译文的一致性.
Kang等人 [23]通过分析中→英 News、TED和 Subtitles的文档翻译结果发现, 句子级翻译模型在词汇译文一

致性、时态一致性以及代词翻译等篇章现象方面表现不佳. 为此, 作者提出了一种增强词汇译文一致性的解决方

案. 首先, 对待编码文档, 为出现频率 2次以上的词分别构成词链, 对文档内句子独立编码; 然后, 分别获取每个句

子的表示作为文档上下文 (document-context), 通过对每个词链中的词做最大池化, 得到每个词链的表示, 称为

Consistency-context; 接着, 将 Document-context和 Consistency-context分别用于增强源端编码和目标端解码. 根据

每个词链的 Consistency-context, 预测其目标端单词概率分布, 并约束翻译模型目标端单词的生成.
Xu等人 [64]为源端文档构建了一个图, 文档中的词与其文档内相关的词通过图中的边建立连接. 句内词之间的

关系包括相邻关系和句法依存关系; 句间词之间的关系包括同词根关系和共指关系. 通过使用多层 GCN 网络对

文档图进行编码, 编码后的文档表示通过 3种不同的方式引入当前句子的编码器或解码器. 该文提出的文本表示

获取方法可以作为单独的输入融合至现有的包括多种 ParDoc2Sent、Doc2Sent 和 Doc2Doc 模型中. 基于英→法

IWSLT、中→英 IWSLT、英→俄 OpenSubutitles、英→德WMT19的实验结果表明, 本文方法能够显著提升翻译

性能 BLEU值, 同时在英→俄、英→法翻译的篇章现象测试集上的结果表明, 本文方法也能显著提升各篇章现象

的性能.
亢晓勉等人 [87]以文档为单位输入, 在句子级编码器-解码器翻译框架中, 根据源端文档的编码结果, 显式地建

模基本篇章单元切分、篇章依存结构预测和篇章关系分类任务, 通过多任务学习的方式得到结构增强的篇章单元

表示. 该表示分别通过门控加权和层次注意力的方式, 与编码和解码的状态向量进行融合. 基于英→中和英→德的

多个文档翻译数据集实验结果表明, 本文方法能够显著提升翻译性能 BLEU值, 且能增强译文的词汇一致性和代

词翻译性能.
与亢晓勉等人 [87]不同, Tan等人 [88]提出使用一个图卷积神经网络 (graph convolutional network, GCN)去直接

建模源端篇章结构信息. 具体来说, 给定一个源端文档, 作者将此文档的修辞结构理论树作为 GCN的输入去编码

文档的层次结构信息, 然后将 GCN的输出作为源端文档的结构信息与翻译模型中编码器的输出融合, 作为最终源

端文档编码的结果输入到解码器中进行最终的解码. 

4.2.2    关于 Doc2Sent方法的讨论

相对于 ParDoc2Sent模型的相关工作, Doc2Sent模型的并不多. 相较于 ParDoc2Sent方法而言, 本文认为其所

具有的优劣特点如下.
1) 方法劣势: 考虑到文档通常包含较多的句子, 直接拼所有句子作为一个长序列, 基于注意力机制去捕捉跨句

上下文信息 ,  通常是效率极低的 ,  这会造成建模整个文档信息时会引入大量无用的噪声信息 ,  尽管有大量

Doc2Sent 方法去重点研究了如何对文档进行建模以更加有效地抽取到更有用的跨句上下文信息, 但结果依然人

不尽人意. 因此, 也有许多研究者考虑使用更加简洁的方法去基于整个源端篇章建模具体篇章属性, 以此来缓解过
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多的噪声问题. 如以代词 [45]、词汇衔接 [31,32,64,97]和篇章结构等 [57,91]篇章属性为载体来建模的方法.
2) 方法优势: Doc2Sent的方法能利用整个源端篇章信息, 因此并不存在 ParDoc2Sent方法中选择的跨句上下

文与翻译的当前句不相关的问题, 对于一些跨句较远或较广的篇章问题如相同词汇翻译的不一致、整体的篇章结

构性较差等有着明显的缓解作用.
综上所述, 本文认为 Doc2Sent方法其主要的问题就是会引入过多的无用信息, 其比较适合缓解跨句较广的篇

章问题, 在未来, 如何去效率的利用整个篇章信息、去除不必需的篇章噪声将会是其一个重要研究方向. 

4.3   Doc2Doc 文档级翻译方法

K如图 5所示, 典型的 Doc2Doc模型均以文档为单位, 采用文档编码器对整个包含   个句子的源端文档进行编

码, 在编码过程中, 每个单词会融合其句子外的文档信息. 但在解码过程中, 分为两种情况, 第 1种情况如图 5(a)所
示, 以句子为单位进行解码, 在解码的任意时刻, 知道当前是解码第几个源端句子, 并且句子前后存在着依存关系;
第 2 种情况如图 5(b) 所示, 将目标端文档看作是一个长序列, 在解码时不区分当前和其余句, 解码至遇见序列终

止符“EOS”结束. 在图 5(b)中, 文档中每个句子使用真实长度, 不需要填充至相同长度.
  

(a) 文档编码和解码时区分当前句和其余句

(b) 文档编码和解码时不区分当前句与其余句

k k

K

k

K

K K

图 5　两种典型的 Doc2Doc模型示意图
 

Doc2Doc 模型的目标端译文是逐句生成的. 根据目标端句子是否严格与源湍句子相匹配 (即互为翻译), 将
Doc2Doc翻译模型分为两类.

K X = {x(1), . . . , x(K)} K

Y = {y(1), . . . ,y(K)} y(k) k x(k)

• 严格句子匹配的 Doc2Doc模型: 给定包含   个句子的源端文档   , 模型生成包含   个句子的

目标端文档   , 并且   为第   个源端句子   的译文.
k• 不严格句子匹配的 Doc2Doc 模型: 模型不能够确保生成的目标端译文包含   个句子, 也无法确保源端和目

标端句子之间存在着互译的关系. 

4.3.1    严格句子匹配的 Doc2Doc模型

(c, s) c s

Tu 等人 [18]在对文档句子进行翻译时, 会参考之前使用的翻译历史信息. 为此, 构建了一个缓冲 Cache, 该
Cache存放多键-值对   , 其中   表示源端翻译单元状态,    表示目标端翻译结果状态. 在翻译某个句子时, 用当

前时刻的源端翻译单元状态去匹配 Cache中的状态, 并获取 Cache中目标端翻译结果状态的加权平均, 并用于指
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导当前目标端单词的生成. 每当翻译完一个句子时, 根据目标端生成的单词是否出现于 Cache 中, 分两种情况更

新 Cache中的状态.
类似地, Kuang等人 [42]构建了两个缓冲 Cache: 动态 Cache和主题 Cache. 动态 Cache用来储放前面句子翻译

和当前句子部分已翻译的翻译历史, 因此, 该 Cache是动态的, 在固定大小的基础上使用先进先出的方式存放目标

端单词; 主题 Cache用来存放与目标端主题 (在测试时会将源端主题映射为目标端主题)最相关的目标端单词. 动
态 Cache和主题 Cache均存放目标端单词, 用来指导目标端单词的预测.

Miculicich等人 [47]使用源端或 (和)目标端的前 3句作为当前句的上下文, 并使用层次网络为每个句子获取上

下文信息. 该层次网络先用当前待编码 (或解码)的单词为 Query, 分别以每个上下文句子为 Key和 Value, 进行多

头注意力 (multi-head attention)操作, 获取句子级句量; 然后再以当前待编码 (或解码)的单词为 Query, 以上下文

句子级向量为 Key和 Value, 进行多头注意力操作, 获取文档信息. 实验讨论了使用源端上下文信息或 (和)目标端

上下文信息对翻译性能的影响. 基于中→英 TED和 Subtitles、西→英 TED和 Subtitles和 News的翻译结果表明,
同时使用源端和目标端上下文能取得最佳的翻译性能. 由于目标端上下文在测试时可能存在着错误, 来自源端上

下文对性能的提升更明显.
k

k

(k+1)

Yamagishi等人 [46]基于 RNN-based的句子级翻译模型, 按文档的句子顺序进行逐句翻译. 在翻译第   个句子

时, 利用前一个句子的源端或 (和)目标端的翻译结果. 在使用前一个句子的上下文时, 作者定义了两种模型, 非共

享和共享模型. 非共享模型指使用额外的编码器对上下文进行编码; 共享模型指上下文编码和当前句的编码使用

同一个编码器. 也就是说, 使用共享模型时, 在翻译第   个句子结束时, 将其源端或 (和)目标端的编码状态保存起

来, 供翻译第   个句子时使用.

k (k−1)

Zheng等人 [28]在对源端文档进行编码时, 在 Transformer编码器的底层对句子单独进行编码, 在最高编码层融

合句间信息, 使得任意句子中的每个单词都能捕获全局信息; 在解码器, 第   个句子的解码利用了第   个句子

的解码状态. 在中→英 TED、英→德 TED、News和 Europarl翻译任务上的实验结果表明, 同时使用源端全局信

息和目标端历史信息能够显著提升翻译的性能. 文章的分析结果表明, 目标端历史信息能够提升翻译的性能, 同时

扩大源端的文档上下文也有助于提升翻译的性能.

k

Bao等人 [29]分析了为什么直接利用 Transformer模型不能够在小规模平行文档语料上成功训练文档到文档翻

译模型的原因. 由于输入和输出序列过长, Transformer模型中的 3个注意力模块的注意力分布非常分散, 很难集

中注意有用的信息. 因此, 作者提出 G-Transformer, 在传统注意力模块 (即全局注意力, 注意到整个输入或输出序

列, 即整个文档)之上, 再使用一个组注意力 Group-Attention, 该注意力模块仅集中于当前句. 例如在对第   个句子

进行编码和解码时, 该注意力模块只关注其自身单词, 而不关注其他句子的单词. 

4.3.2    不严格句子匹配的 Doc2Doc模型

在翻译文档时, 一种最直观和简单的做法是直接将文档看成一个长序列, 利用现有的序列到序列模型可以实

现文档的翻译. 虽然可以通过在句间加入分隔符; 但该方法, 尤其在文档包含较多句子时, 不能够保证译文句子与

源端句子之间能够一一匹配.
Tiedemann等人 [85]简单地将两个相邻的句子进行拼接, 句间加入分隔符. 该方法的好处在于, 仅需对语料的输

入和输出做简单的处理, 方法适用于任何的序列到序列翻译模型. 但其问题也显而易见, 由于训练语料规模受限,
该方法只适合于包含少数句子 (如小于 4个句子的文档)的翻译, 并不能适用于大部分文档级翻译.

一般来讲, 由于平行文档的语料规模有限, 直接使用序列到序列模型 (如 Transformer 模型等) 进行文档级翻

译, 在训练过程中出现梯度消失与梯度爆炸问题 [29]. 为避免出现以上问题, 常见的做法包括: 1) 数据扩充, 例如

Junczys-Dowmunt 等人 [39]使用多种数据扩充方法获得更大规模的平行文档, 包括从平行文档中抽取子平行文档,
从大规模平行句对语料中随机抽取一定量的句子拼接成平行文档, 以及回译目标端语言单词文档等; 2) 多任务学

习, 例如 Junczys-Dowmunt等人 [39]利用大规模源端单语文档, 进行类 BERT的掩码语言模型预测任务, 并与文档

翻译一起构成多任务学习.
Sun等人 [30]指出, 当语料规模较小时 (如英→德 IWSLT和 News语料等), 句子级或文档级翻译模型受丢弃率
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k (k ∈ {1,2,4,8, . . .})

(dropout rate) 影响较大, 将丢弃率由 0.1设置为 0.3时, 句子级翻译模型的性能能够得到大同幅提升, 模型具备更

好的鲁棒性. 为了直接训练一个长序列到长序列的文档翻译模型, 作者也使用了数据扩充的方法, 将一个长文档按

句子数均匀地分为   部分, 每部分单独地构成平行子文档. 例如, 一个原始包含 8个句子的文档,
将得到 15 个平行子文档, 其中 1/2/4/8 个子文档分别由 8/4/2/1 个句子构成. 使用了扩充数据后, 然后成功地从参

数随机初始化开始训练出序列到序列的文档级翻译模型, 并且性能与句子级翻译相当.
Li等人 [50]进一步发现, 直接利用 Transformer模型在小规模平行文档上训练时, 会出现位置信息消失这一现

象. 这也就是说, 编码器输出的表示几乎不蕴含对应单词的位置信息, 于是, 由于缺少位置信息的指导, 注意力模块

的注意力分布非常分散. 因此, 作者提出了简单有效的位置感知的 Transformer模型, 该模型计算每个 Key的权重

时, 显式地提供 Query和 Key的绝对位置信息. 

4.3.3    关于 Doc2Doc方法的讨论

Doc2Doc的方法相较与 ParDoc2Sent和 Doc2Sent方法, 其利用了所有可用的跨句上下文信息, 包括所有的目

标端信息和源端信息. 但利用过多的跨句上下文信息无疑会带来以下几个缺点.
1) 更加严重的噪声问题: 相较于 Doc2Sent, Doc2Doc在目标端解码过程, 也引入了目标端跨句信息 (或者说翻

译历史), 但由于翻译历史本身就具有很严重的错误累积问题所包含的语义信息并不准确, 再将其引入为跨句跨句

上下文信息, 势必会加重原本已有的噪声问题.
2) 低效的编/解码问题: 使用整个篇章作为一个长序列, 不可避免的将不能进行篇章内部的句子并行编/解码,

同时序列的增长将会显著地增加计算消耗, 增长模型训练、推断时间消耗.
但正如 Sun等人 [30]所描述, 直接实现长序列到长序列的文档翻译有以下几个显著的优点: 1) 能够利用源端全

局信息和 (历史)目标端信息; 2)简便的训练过程, 可以同时使用各种长度的平行数据, 无需分多阶段学习; 3)模型

简洁, 可以是任意的序列到序列模型.
综上所述, 本文认为 Doc2Doc方法是比较综合的文档级翻译建模方法, 其优点和缺点都较为突出, 未来在其缺

点上进行改进, 如使用并行的句子级编码机制利用全局信息 (Lyu等人 [32]的做法)可能是未来的一个重要研究方向. 

4.4   其他文档级翻译相关工作

除以上 ParDoc2Sent、Doc2Sent和 Doc2Doc翻译模型外, 还有一些除这些模型之外的文档级翻译相关工作.
比如, 对文档级译文进行修复, 探索目标端上下文的使用, 从句子级翻译模型产生的 n-best列表中选择最优的文档

级译文等. 

4.4.1    文档级译文修复

给定句子级的翻译结果, Voita等人 [63]使用序列到序列文档级修复 (DocRepair)模型进行文档级的译文修复.
DocRepair模型只涉及目标语言, 一个好的 DocRepair模型需要大规模的训练语料. 因此, 作者使用了大规模目标

语言单语文档语料. 首先, 利用目标语言到源语言句子级翻译模型将目标语言单语文档翻译为源语言文档; 然后,
再使用源语言到目标语言句子级翻译模型将获取的源语言文档翻译为目标语言. 这样, 经过上述环译过程之后, 可
以构建目标语言的文档级修复语料. 需要注意的是, 在准备训练和测试语料时, 文中并不是以文档为单位, 而是将

文档划分为多个组, 每组包含 4 个句子, 然后以组为单位进行模型的训练和测试. 基于英→俄 OpenSubtitles 的实

验结果表明, 文档级译文修复不仅能提升翻译性能 BLEU值, 同时还大幅度提升在篇章现象的翻译性能. 

4.4.2    二次翻译方法的文档级翻译

与 ParDoc2Sent模型使用源端文档上下文不同, Mino等人 [56]利用前一句的目标端译文作为文档上下文辅助

当前句的翻译. 为了减少训练过程中利用标准文档上下文, 而在推理过程中使用自动文档上下文所产生的差异带

来的影响, 作者在训练过程中按一定的比例混合标准和提前获取的自动文档上下文, 该比例与当前迭代次数相关.
随着迭代次数的增加, 使用自动文档上下文的概率也会增加. 基于英↔日 TED和 News、英↔德 TED的实验结果

表明, 利用目标端前一句的翻译能够有效地提升当前句翻译的性能. 同时, 实验分析发现, 使用源端前一句和目标

端前一句的效果相当. 
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5   基于大规模预训练模型的文档级翻译方法

预训练是指模型参数不再是随机初始化的, 而是通过一些任务对模型进行预先训练, 得到一套模型参数, 然后

用这套参数对下游模型进行初始化, 再使用具体任务的数据集对其进行参数微调. 预训练的目的是依据迁移学习 [98]

的思想, 将一些通用知识迁移到具体的下游任务中. 而对于文档级翻译任务, 使用大规模预训练模型来获取较好的

先验知识, 去弥补其领域内平行语料的匮乏问题, 也是一个很重要的研究方向. 由于基于大规模预训练模型的文档

级翻译方法利用了翻译模型之外的外部预训练模型, 如 BERT[90]、mBART[99]等, 且他们研究重点主要集中在如何

有效率地利用这些外部预训练模型上, 与传统的文档级翻译方法区别较大, 因此本文将这些方法单独列出一个章

节, 对这些工作进行如图 6所示的整理与总结.
  

基于大规模预训练模型的
文档级神经机器翻译方法

在编码过程联合的方法

在解码过程联合的方法

在解码及编码过程联合的方法

图 6　基于预训练模型的文档级神经机器翻译方法框架图
  

5.1   在编码过程联合预训练模型的方法

基于 Transformer-Encoder 架构的预训练模型的参数可以直接用于初始化 Transformer 翻译架构的编码器参

数. Li等人 [100]提出直接使用 BERT[90]去初始化文档级翻译模型的编码器部分, 来直接迁移 BERT[90]中对长序列建

模的能力, 同时为了不引入额外模块, 充分利用 BERT[90]的通用知识, 其将输入采用了上下文句和当前句直接拼接

的方式. 为了使模型能够有效识别上下文句和当前句进行建模, 作者提出两种额外的嵌入输入: 1)区分上下文句和

当前句的块嵌入 (segment embedding); 2)翻转式位置嵌入 (reverse position embedding). 如图 7所示, 两种类型的块

嵌入用于区分当前输入的单词是属于上下文句还是当前句. 而翻转式位置嵌入思想是当前句的位置编码应该首先

被分配, 其次再分配上下文句中的位置嵌入, 而不是对上下文句和当前句拼接后的序列进行顺序的位置编码嵌入.
除此之外, 为了缓解长上下文句对当前句翻译的影响, 上下文句在当前句编码完成后, 其上下文句编码 (context
mask)的结果将被丢弃, 只保留当前句的编码结果用于解码器的输入. 同时为了保留 BERT[90]的语言建模能力, 作
者还联合了 BERT[90]的预训练任务, 对模型进行多任务微调/训练策略. 在中→英上的实验结果表明这种联合

BERT[90]的方法相对于基准系统提升了 3.11 BLEU值.
  

前馈神经网络层

上下文掩码

词嵌入

反转位置嵌入

ωHis

p4 p5 p6 p7 p3 p0 p1 p2

ωcat ωis ωcute ω[SEP] ωit ωlike ωfish

EHis Ecat Eis Ecute E[SEP] Eit Elikes Efish

sctx sctx sctx sctx sin sin sin sin块嵌入

多头注意力层

图 7　Li等人提出的文档级编码器架构 [100]
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5.2   在解码过程联合预训练模型的方法

X = {x(1), . . . , x(K)}
Ŷ p(Ŷ |X)

与增强编码器的编码源文能力的方式不同, 在解码过程联合预训练模型方法的主要思想是将基于目标语言文

档级语料训练的模型作为一个具有上下文感知的文档级打分器, 对句子级的解码结果进行一个上下文感知的重排

序, 实际上是利用了预训练模型的语言建模能力. 如 Yu等人 [43]指出, 根据贝叶斯理论可以仅利用目标语言单语文

档和平行句对, 就能学习到好的文档翻译模型. 给定源端文档   , 文档翻译的目标是找到目标语言

文档   , 使得   值最优, 即:
 

Ŷ = argmaxY p(Y |X) = argmaxY p
(

p(X|Y)× p(Y)
p(X)

)
= argmaxY p(X|Y)× p(Y) (6)

Y同时, 进一步假设句子之间是独立翻译的, 文档   是从左至右按句子产生的, 以上公式进一步可变形为: 

Ŷ ≈ argmaxY

K∏
i=1

p(x(i)|y(i))× p(y(i)|y(<i)) (7)

y(<i) = {y(1), . . . ,y(i−1)} Y (i−1) X其中,    指文档   的前   句. 于是, 给定源端文档   , 先进行源语言到目标语言的句子级翻译,
并获取每个句子的 n-best翻译结果; 然后, 联合文档所有句子的 n-best翻译结果使用柱搜索算法, 联合目标语言文

档级语言模型, 获取最佳文档级译文. 基于中→英 LDC和WMT19的实验结果表明, 本文方法能够显著提升文档

级翻译的性能.
类似地, Sugiyama等人 [101]利用平行句对和目标语言单语文档实现文档级翻译, 其思想与 Yu等人 [43]类似, 作

者扩充了传统的解码过程中使用的柱搜索算法, 提出了使用 (目标语言)上下文感知的柱搜索, 将目标语言的预训

练好的文档级语言模型融合至解码过程中. 基于英→俄 OpenSubtitles的实验结果表明, 本文能够显著提升文档翻

译的性能, 同时能够显著提升在篇章现象的翻译性能.
除以上方法之外, 基于 Transformer-Decoder 结构的大型预训练语言模型也在文档级翻译任务上有着出色的

表现, 代表性的工作如 ChatGPT (https://openai.com/blog/chatgpt)、GPT-4[102]等. 与之前预训练语言模型不同的是,
他们采用了海量的训练数据、超大的参数规模. 预训练中给定模型一个提示 (prompt)序列, 模型根据提示序列内

容生成后续内容. 这一形式的训练任务的引入可以将任意自然语言处理任务看作一个给定 prompt, 然后输出答案

的生成任务. 如图 8所示, 对于文档级翻译任务, 模型将源文档句子拼接作为 prompt, 训练期间将其与目标文档拼

接, 通过掩码操作将目标文档序列进行 mask, 然后再基于源文档 (prompt)以 token-to-token的自回归的方式生成

目标端序列. 此类预训练语言模型能直接或经过平行语料微调后进行文档级的翻译. Wang等人 [105]在中→英 TED,
英→德 Europarl, 英→俄 OpenSubtitle等多个数据集上分析了 ChatGPT和 GPT-4在文档级翻译任务中的表现. 他
们发现, 1) ChatGPT和 GPT-4很出色的文档级翻译能力, 其中将多个句子拼接翻译的方法能显著提升翻译的一致

性和连贯性; 2)在通用的自动评估上, 如 BLEU上, 超过了多个文档级翻译方法 (如 G-Transformer[29])和一些商业

翻译系统 (如 Google等); 3)在自动的篇章现象评估上 (如 Voita 等人 [63]提出的 Contrastive Test Set), ChatGPT和

GPT-4 并不如现有的一些文档级翻译方法, 但通过评估 ChatGPT 和 GPT-4 对上下文利用的解释, 表明 ChatGPT
和 GPT-4 依然具有很强的上下文利用能力; 4) 基于人工反馈的强化学习训练和基于有监督的训练能显著提升

ChatGPT和 GPT-4的文档级翻译的能力. Karpinska等人 [106]分析了 GPT-3.5大模型在多个语言对小说文学的翻译

性能, 并比较了 Sent2Sent、Para2Sent和 Para2Para几种翻译方式的性能区别 (其中 Para指段落 Paragraph). 其实

验结果表明, 使用文档上下文能够提升翻译性能, 尤其将整个段落的句子合并成一个长序列 (Para2Para)直接进行

翻译的方式的性能最佳. 

5.3   在编码及解码过程联合预训练模型的方法

mBART 是 Liu 等人 [99]提出的一个 seq2seq 预训练模型, 采用了与翻译模型相同的解码器-编码器模型架构,
预训练参数可以被用来初始化下游翻译模型的全部参数. 如图 9所示, mBART的预训练过程是将被加噪 (句子调

序、词或词块的删除、替换、MASK)的文档作为编码器输入, 将未加噪的原文档作为解码器输入, 基于编码器的

输出对被加噪的文档进行自回归式的解码恢复. 在进行文档级翻译时, 用文档级平行语料在预训练得到参数上进
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行微调即可. 文中报告的实验结果在 TED中英上的翻译性能在 BLEU上达到了 29.6, 相对 HAN文档级翻译模型

提升了 5.6个 BLEU值. Bao等人 [29]使用 mBART去初始化他们提出的文档级翻译模型的参数, 平均将其原始模

型的性能提升了 2.7个 BLEU分值.
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图 8　基于解码器结构的预训练语言模型框架
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图 9　mBART预训练过程及在文档级和句子级翻译模型上的微调过程 [99]

 

与直接用预训练模型初始化文档级翻译模型的参数, 然后进行微调的方式不同, Zhu等人 [107]提出将预训练模

型 (BERT)作为一个外部即插即用的编码组件, 去丰富当前句的编码和解码过程中的信息. 如图 9所示, 作者首先

将当前句和上下文句进行拼接, 然后送入 BERT进行编码. 得到 BERT编码的上下文和当前句的编码结果后, 再经

由翻译模型中一个 BERT-Enc Attention模块与当前句的编码和解码过程融合, 使翻译过程中能够参考来自 BERT
的语言建模信息, 来改进最后的翻译结果. Guo等人 [108]提出的方法与其类似, 不同之处在于他们探索了不同的与

预训练模型输出融合方式.
Donato等人 [109]讨论了如何将句子级序列到序列模型扩展为带多编码器的翻译模型. 如图 10所示, 作者使用

了 BERT[90]和 PEGASUS[110]两个预训练模型同时对上下文句和当前句来进行编码, 然后在翻译模型中使用多个

Attention 模块对来自不同的预训练模型的编码结果进行融合, 以此获取更好的翻译结果. 基于中→英 News 和
TED、英→德 News 的实验结果表明, 1) 利用已有的预训练模型对文档上下文进行编码能够显著提升翻译性能;
2) 句子级平行语料要达到一定的规模才能有效地利用文档上下文; 3) 使用多种上下文表示要优于单种表示; 4) 由
于目标端上下文质量难于保证, 源端上下文较目标端上下文更有效.

与 Donato等人 [109]不同, Wu等人 [111]探索了以不同输入方式使用预训练模型来对上下文句和当前句编码, 如
图 11所示, 作者提出将当前句和上下文句通过以下 3种方式使用 BERT进行编码: a)将上下文句和当前句直接拼

接, 然后使用 BERT 等预训练模型进行编码; b) 单独对上下文句和当前句进行分开编码, 最后将编码结果拼接起

来; c)使用 b)的编码结果, 再对其进行一个 word-to-sentence分层编码过程, 得到句子级的上下文句和当前句编码

结果. 而后通过类似图 8 的方式将编码结果与翻译模型的编码和解码过程融合, 以此获取更好的翻译结果. 在
TED中↔英和英↔德上的实验结果表明直接拼接的方式 (a)是最好的编码输入选择.
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图 10　将预训练模型作为外部组件来加强编码和解码过程的方法 [107]

 

 
 

BERT BERT BERT attnword attnword

(a) 拼接模式 (b) 平铺模式 (c) 层级模式

图 11　对上下文和当前句编码的 3种方式 [111]

  

5.4   关于基于大规模预训练模型的文档级翻译方法的讨论

与传统的文档级翻译建模方法不同, 基于大规模预训练模型的文档级神经机器翻译方法主要有以下几个特点.
1)不再着重于改进翻译模型结构, 使其更好地捕捉跨句上下文信息; 而是朝着更好的、可以最大限度地利用

预训练模型参数的模型结构. 本文认为这是由于在大规模数据上预训练得到的模型参数的泛化性要远远优于基于

小规模文档级翻译数据集得到的模型参数, 最大限度复用预训练模型参数能更有效率地进行通用知识的迁移.
2)更加着重于将预训练模型的知识进行快捷有效的利用; 无论是选择在编码阶段还是在解码阶段将预训练模

型的知识融合进来, 其目的都是在寻找一个更加合适的方法能将丰富的预训练模型所蕴含的知识尽可能地反哺给

文档级神经机器翻译.
尽管大规模预训练模型在自然语言各项任务上有着优异表现, 但利用其来加强文档级翻译的工作却很局限,

本文认为主要由于以下几个原因: 1) 预训练大模型是在海量的数据上进行训练得到的, 其参数量达到了一个惊人

的数量级, 如 GPT-3的参数量达到了 1 750亿, 而其后续的版本 (ChatGPT/GPT-3.5、GPT-4)可能是它的数倍之多.
而对比普通的文档级翻译模型参数 (大部分在 0.79–1亿), 这样的海量参数的微调耗费的资源过多; 2)由于大规模

的预训练模型的训练成本过高, 基本上是由各大科技公司所垄断, 开源可使用的大规模预训练模型过少, 间接抑制

了文档级翻译在这方面的探索. 因此在未来, 基于预训练模型的文档级翻译方法的发展或走向将很大程度上取决

于这些预训练模型的发展和开源情况. 
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6   存在问题及展望

正如上文所述, 近年来文档级神经机器翻译受到了越来越多的关注, 同时也出现了多种翻译模型. 然而, 随着

不同领域的应用需求, 除了句子级机器翻译面临的问题外, 文档级机器翻译还面临着许多额外的问题亟待解决. 

6.1   存在问题
 

6.1.1    领域平行文档数据的缺乏

目前, 大部分的文档级翻译模型均是在句子级翻译模型的基础上, 添加相应模块从部分或全部文档中捕获有

用的信息, 实现文档级的翻译. 因此, 训练一个高性能的文档级翻译模型, 通常需要平行句对数据集和平行文档数

据集. 平行句对数据集可以用于对模型的句子级翻译部分模块进行预训练, 平行文档数据集可以用于训练对句子

级翻译部分模块进行微调以及对之外的其他模块进行训练. 因此, 平行文档数据集的规模将会直接影响句子级翻

译部分外模块的训练.
在机器翻译领域, 虽然目前有大量的平行句对, 但平行文档的规模要少得多. 特别是在实际的翻译应用中, 尤

其在一些特殊领域 (如软件操作指南等), 存在的标注好的平行文档是非常少的, 但人工标注需要的工作量又往往

非常大. 针对平行文档数据缺乏的情况, 一种可行的方案是利用大规模的领域单语文档语料, 通过回译等技术构造

伪平行文档; 也可以利用大规模目标端单语文档训练文档级语言模型, 通过对文档译文进行重排序或修复, 提升文

档的翻译性能. 在句子级机器翻译任务中, 使用大规模的单语语料通常能够提升句子级翻译的性能 [112,113], 但如何

使用大规模单语文档, 在句子级翻译之上, 更有效地捕获文档级的信息辅助句子级翻译仍然是亟待解决的问题. 

6.1.2    文档级翻译评测指标的缺乏

由于缺少公开和能够被大家都接受的文档级翻译评测指标, 目前文档级翻译评测仍以句子级或文档级 BLEU
为主. 但 BLEU值很难真实反映文档级翻译在某种篇章属性上的性能. 虽然近期研究者们针对某类篇章属性如代

词翻译等提出了相关评测指标, 但这些评测指标只针对某类篇章属性, 不能作为整个文档翻译性能的指标. 此外,
对有些篇章属性, 如连贯性和衔接性等, 很难定义一个具体的评测指标计算文档的连贯性或衔接性. 于是, 一些相

关研究以相邻句子的相似度和相邻句子共现概率等 [79,97]角度来评估文档的连贯性或衔接性. 此外, 不同类型的文

档具备的篇章属性会有所不同, 例如在一些专业性较强的文档, 如软件操作指南等, 会强调词汇的一致性; 而在一

些文学性较强的文档, 如小说等, 会强调词汇的多样性. 最后, 不同语言具备的篇章属性也会有所不同. 例如, 由于

中文的零代词现象远高于英文 [91], 中→英的代词翻译性能通常要低于英→中翻译的性能.
综上, 目前的文档级翻译质量评估仍然以句子级的翻译评测指标为主, 如 BLEU、METEOR和 TER等, 兼顾

常见的篇章属性评测指标, 包括代词翻译、词汇一致性等. 此外, 还可以抽取少量样本进行人工评测. 

6.1.3    文档级翻译中篇章属性的建模

在语料规模没有达到一定程度的情况下, 很难使用某统一模型提升文档级译文在各种篇章属性的上的性能.
一种可行的方案是, 针对代词翻译、词汇一致性、链接性、文档连贯性等各类篇章属性, 分别设计特定的模型. 由
于这些篇章属性侧重点不一样, 增强译文中某种篇章属性的同时不一定会正面影响其他篇章属性, 例如, 增强译文

句子之间的连贯性不一定会提升代词的翻译性能. 因此, 如果需要在同一个模型中兼顾多种篇章属性, 叠加以上模

型, 势必会增加模型的复杂度, 且未必能够获得预期的效果. 

6.2   展　望

从以上已有的方法可以看出, 目前的文档级机器翻译模型仍然是以句子级翻译模型为基础, 在其之上, 使用额

外的模块用于捕获源端或目标端的上下文信息. 捕获的上下文信息既可以包括通用的信息, 用于更好地理解当前

句; 也可以是源文档篇章属性相关的信息, 用于增强译文的篇章属性. 本文认为在未来随着文档级翻译的不断发展

其应用场景也将越来越广泛, 同时随着大模型的发展, 如何有效利用大模型来提升文档级翻译性能必将成为未来

的一个研究热点, 本节就从基于多场景、大模型两个方面对文档级神经机器翻译进行展望 . 

6.2.1    基于多场景下的文档级神经机器翻译展望

不局限于以上传统的文档级机器翻译, 随着句子级机器翻译应用的不断扩充, 未来研究也会探索更多应用场

吕星林 等: 文档级神经机器翻译综述 175



景的文档级机器翻译:
1) 对话翻译场景: 一段对话可以看作是特殊的文档. 与新闻、演讲、小说文本等不同, 对话的主题明确, 场景

清晰; 并且, 对话是在一定情境下的交际, 如果脱离了情境, 对话就失去了意义. 在对话中, 主语的省略会更加频繁,
话题也会随着对话的展开不断切换. 因此, 对话翻译还需要考虑说话人、话题等信息. 此外, 根据应用的不同, 对话

翻译还可进一步分为在线翻译和离线翻译. 在线对话翻译 [80,114]通常涉及每个对话者各说一门语言, 需要实时将其

他对话者的对话内容翻译为自己的母语言, 并且仅能利用之前的对话信息; 离线对话翻译假设对话者均使用同一

语言, 并且整个对话内容预先都能够获取.
2) 多模态翻译场景: 多模态句子级机器翻译近年来越来越受到研究者们的关注 [114]. 最常见的多模态翻译任务

包括语音翻译 (speech translation)[115–117]、图像引导的翻译 (image-guided translation)[118,119]和视频辅助的翻译

(video-guided translation)[120], 涉及的模态除文本外还包括视觉和音频. 以语音翻译为例, 不论是级联语音翻译还是

端到端的语音翻译, 由于句子级的语音识别或语音翻译会存在着错误, 利用文档上下文信息将会有助于缓解语音

识别引起的错误.
3) 多语言翻译场景: 近年来, 使用单一翻译模型实现多语言神经机器翻译的方法受到了研究者们的广泛关

注 [121,122]. 结合文档级翻译取得的成果, 多语言文档级翻译将探索如何充分利用语言之间共性, 提升特别是低平行

文档资源语言对的文档级翻译性能 [123]. 

6.2.2    基于预训练大模型的文档级神经机器翻译展望

基于超多参数和超强算力结合的产物-超大规模语言生成模型 (如 ChatGPT、GPT-4[102]等千亿级参数模型,
mT5[103], T0[104]等百亿级参数模型)在翻译任务上的表现也是非常出色. 本文认为基于超大规模语言生成模型的文

档级翻译将势必会成为下一个文档级机器翻译乃至机器翻译的一个新范式, 其未来的研究方向包括但不局限于:
1) 文档级属性微调: 大模型的具有超强的通用知识, 如基础语言理解等, 其具有广而泛的能力, 因此在其基础上再

进一步地定制可微调的翻译组件, 来进行小资源消耗、高度个性化的精调方式, 来满足特殊领域内的需求, 实现专而

精的文档级翻译也将成为一个趋势. 例如图 12(a)所示, 其中 Discourse-focus Adapter可以被设计为轻量级的 DNMT
模型, 通过以具体的文档属性为输入, 如一致性意识的词汇链、篇章结构意识的篇章树等, 对大模型 (large language
models, LLMs)的翻译结果进行修复, 以此得到更具针对性的文档级翻译结果, 以满足特殊翻译领域的需求.
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图 12　基于大模型的文档级翻译方法展望
 

2) 文档级翻译知识迁移: 大模型是基于海量语料训练得到的一种通用模型, 蕴含着丰富的知识, 而如何将大模

型中的文档级翻译知识进行迁移, 也将成为一个未来的研究方向. 例如图 12(b)所示, 将大模型作为一个高质量的

文档级伪平行语料的生成器, 使用单语文档级语料来扩充现有的文档级翻译模型的训练语料. 此方法可以极小的
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减小硬件资源的消耗, 同时能把大模型中的文档级翻译知识通过伪平行语料来转移到现有的文档级翻译方法中

去. 此类方法尤其适用于特定领域内的文档级翻译质量提升.
3) 文档级翻译评估及错误的自动检测: 文档级翻译领域一直以来缺少合适的评估方法, 而大模型通用的语言

理解能力或许能让其成为一个强大的文档级翻译质量评估工具. 例如图 11(c) 所示, 通过对比学习 (contrastive
learning), 首先将来自不同翻译模型的翻译结果 (Trans1 … TransN)进行人工标注排序, 然后使用大模型将源文档

(Src Doc)和其对应的不同的翻译结果成对地输入大模型, 来得到一个大模型的打分结果排序 (score-1 … score-N),
对比与人工标注的排序结果计算损失, 来微调大模型. 通过制定不同的人工标注/排序标准 (如词汇一致性排序、

代词翻译准确率排序)能够得到用于不同篇章属性度量的大模型评估工具. 另外, 开发大模型对翻译中的错误进行

检测 (如以打标签的方式), 方便研究人员针对具体的翻译错误改进翻译系统, 也是未来一个大模型的应用方向.
4) 基于监督学习的效率微调: 大模型的训练主要以无监督训练为主, 而近来一些研究发现, 如 Zhu 等人 [124],

发现大模型的翻译性能并不如一些利用平行语料、基于监督学习得到的翻译系统的性能. 而基于监督学习对大模

型进行全参数微调所需要的代价又过大, 因此利用平行语料、基于监督学习对大模型进行 parameter-efficient 的
文档级翻译任务上的微调也是一个未来发展的方向. 例如图 12(d), 使用句子级和文档级的平行语料, 采用 Doc2Sent
或者 Doc2Doc的框架, 通过插入可学习的 prompt, 使用大模型在翻译任务进行微调, 可以极大的挖掘大模型的潜

力, 且能充分挖掘平行语料的知识.
5) 文档级翻译的分析性研究: 除上述的几个关于大模型未来关于文档级翻译的应用性研究展望外, 关于大模型

在文档级翻译性能分析行研究也很有必要. 尽管大模型涌现出来的能力很多, 但本文认为它仍局限在语言通用性的

建模, 对于更具偏好性的文档翻译中篇章现象的解决程度还未可知, 而对其更深层次的分析性研究也是势在必行的. 

7   结　语

本文调研了文档级神经机器翻译的发展现况, 总结了文档级神经机器翻译中的一些方法框架、使用的数据集

及质量评测方法等. 尽管现有的基于文档级神经机器翻译方法已经取得了显著的进展, 但仍存在很多亟待解决的

问题和挑战. 如在不同领域下, 如何让模型侧重解决领域重视的一些文档级问题, 比如在软件说明手册翻译领域

下, 专有名词翻译的一致性等. 除此之外, 如何能利用大量的单语文档级语料去缓解文档级平行语料的匮乏以及如

何利用多模态信息也是未来文档级神经机器翻译亟待解决的问题.
文档级神经机器翻译旨在解决文档翻译场景下出现的跨句的语言现象, 使译文具有更好的可读性. 总的来说,

文档级的翻译场景相对于句子级的翻译场景更加常见, 文档级的机器翻译势必会成为未来机器翻译主要的一个研

究方向.
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