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& FE: MLBEEF (machine translation, MT) FA R § AME— N AR L, FLRREZT FI] O shbitih B
AABRVE ) BATE S A7) b TS 0 9 F, R RA B RTE S BT EA AT REARREY —
NEEZWHR T 6. LR, 3% 358 6947 2 AU B #1935 (neural machine translation, NMT) 7 & 2 E R M T 4 AL 540
#% (statistical machine translation, SMT) 7 i%, /X 4 B AIAVE BEA T £ 5 k. R, AR IEIIF R %8704
8T AEERA, £\ G XA EIFG TP, FIA T EA G TR ATEE, 2R B A B TR A —
BB FREGHR, 400 B4R, 6) TIE RE RS B IAE R 613 e B BiF ey i F LRSS A B E A
BEIR R E o i R A B BUE, XA RGP B ALE E17F (document-level neural machine translation, DNMT) #9 B 4%
IE R Sk, M A EER B’mé’] AV 7 8. BAR T AR AL AT ZAE EIF AR W 6 28 T, KB IR
ik, AL éﬁ A B AR 7 ik S W A Gsest BATAR A TAERAT T )35 R, B R A B AR ATk T 7
AL BAY ZAE RN FE R IKABAR R R AT 77 €. FI A S AL 32 T A AR BAY ZALE g e — 2
Z. [’fliﬁﬁﬂédtéi T BB LA N — R BA.
KRR AY 2 MU HIE; Transformer AR X% BT X; & =M
*!;ﬁ%%q: TP18

RC s RS B, RERE, B, i, SR B, SURS R LSS B SR AR, 2025, 36(1): 152-183. http://www.jos.
org.cn/1000-9825/7217.htm

J3C 5] AR Li XL, Li JH, Tao SM, Yang H, Zhang M. Survey on Document-level Neural Machine Translation. Ruan Jian Xue
Bao/Journal of Software, 2025, 36(1): 152183 (in Chinese). http://www.jos.org.cn/1000-9825/7217 htm

Survey on Document-level Neural Machine Translation

LU Xing-Lin', LI Jun-Hui', TAO Shi-Min’, YANG Hao”, ZHANG Min'
'(School of Computer Science and Technology, Soochow University, Suzhou 215006, China)
*(Huawei Translation Service Center, Beijing 100080, China)

Abstract: Machine translation (MT) aims to build an automatic translating system to transform a given sequence in the source language
into another target language sequence that shares identical semantic information. MT has been an important research direction in natural
language processing and artificial intelligence fields for its widely applied scenarios. In recent years, the performance of neural machine
translation (NMT) greatly surpasses that of statistical machine translation (SMT), becoming the mainstream method in MT research.
However, NMT generally takes the sentence as the translated unit, and in document-level translation scenarios, some discourse errors such
as the mistranslation of words and incoherent sentences may occur due to the separation with discourse context if the sentence is translated
independently. Therefore, incorporating document-level information into the procedure of translation may be a more reasonable and natural

way to solve discourse errors. This conforms with the goal of document-level neural machine translation (DNMT) and has been a popular
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direction in MT research. This study reviews and summarizes works in DNMT research in terms of discourse evaluation methods, datasets
and models applied, and other aspects to help the researchers efficiently learn the research status and further directions of DNMT.
Meanwhile, this study also introduces the prospect and some challenges in DNMT, hoping to bring some inspiration to researchers.

Key words: neural machine translation; Transformer; document-level context; discourse evaluation
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1 5]

BT N LHH 3 BT 55 BN RN ) AR i T 85 5, ML R R (R O SR AR BRI K, e B AE M — N B 3k
FRG, s H e 45 € IEE 5 7 513 3o 5 H0E SOMEEI BARE S 781 LSRG 5 AR s, W
EFracii . BESR 5%, £ SRR % 10 Google. F & . Bing Z#8R AL T ZFE S N 2SR RS
(] b B AL 388 30 R B MR A b T, ARy T Mk RN 22 R SR T2 T R BRI S 7 1) AL IR D7 v ) R e i 4 mT DAAER
59 TR B L2801 7 VR B T G vk 2 ST BN BH R 7%, FEBIZE T M & I 2% WL BRI 7. I ARk, B
FHHIRZIR IR R, wn B (end-to-end) PN TR AR B T K R, A T HLEBIRRHT 70 U8 i
Tkt

i 21 B P A AL B8 B0 PR AS TR I8 o DA ) T 9 B AR PR B e, IS AR AE TR 1) SCAS B BRI, J0 ik %o SO P 6] 7 1]
(A5 BT A, 5 B0 B SRS 235 SC TR Tt 128 SRS 4% 1) s BT 1 0 HH I R s 15 ST 1 22 R A o B 4 i) L.
B 1R T —A SO b 25 B E R 6. aT AILER R, 78N TR0, sEscR v B /) 7 (10 3 ial B (I8 50
53) BIR A T AR IR 2S, IX PRI G AR SCRS R (R A — B, AT A TR B RS0, RS EIR A
SREL, WIESE 1 A)R ] T BLZERTAS (W blows), MRS 2 A)HEIRA] 73 20045 (W became). BRAS 2 — i 41,
A1 B B SR AFAEAR A LA K 44 1R FE B0 05 ) (203040, i, )T SCR SR 4 A)/ Ntk L /Ny 5
PRAUDUDTE /K BRIk 25, siARE B SRk 77, T R4 T 395/ Nieb, R ARES A BT x5
1)/ INWRHISH FF) TE A 3 S0 B 0T 2 tadpoles™, Foxf B4 AR AL AR BL4) Bl Jy“their Fl“they”, T A A& “its”FHit”.
SR AN BE RN R ST, </ NRhish 40k 0 13 ol B B0 20 “tadpole”™, X 2 6 AT AN 4 3= AR 1] o g AR M B 3 o T <t
Facits™, SN T TR AN F) T 2 B 13 AR 2R L0 B R SO I BT A R I ), SCRY AL #% ¥ (document-level machine
translation, 15 B X FR AR S RMLASTIEE) MONHLLS T BEOT 78 00 3, L B bR DUOSCRY OB BT, SEB SO 241
MBS B A — T TES R AR T, g R A LR UE R, Ba) 7 LA T R R e o
B 51 I e 7] R

FLAEGE WA BRI 1, 223 Tk IR R T SCRY ML B8 B0 1% 5 1%, 10, Tiedemann 26 AU —Fh 3t T
217 (cache-based) 5 i3 FH Al Y 0% (10 — Btk Gong 25 N "B HE H — b 3 T 4247 10 J5 1%, 6 B0 S0y v 2
T AJET, K 2 W80 1 56 B ) - rP IR A AT X A7 T SR, T 45 2 A 1 3 I AR 4R SO RS 2 145 .. Hardmeier
28 NN A 7 G T A I G0 AL A B R R S0 R N SO R AR . EL A, 7 ) T R P SR AR Y
T AR, U SCRIE B AL B4 SR 7R Al b Stymne &5 A MZE R SRS R 1045 BARAL B BRI, BINT —
4 B LR, W dRE — SO L R 4. Xiong 5 N R M — AN BT RVCBE 10 7k, SRR THA) IR SCZ I
VR

AR ) FE A0 28 DX 4 7 2 AR SCRS A I, S RAE SCRYS R 3R 37 55 T IR il i, AT 3 — 2D B B R O et i
TR AR LA B B U — R U R R SRS A L A5 R 3 LU ) T~ R 1 D i, S 28t 52 1) 7 R IR A B )
o, BRSO R A AN B R TR M & 4% 45 ) (recurrent neural network, RNN)!'®. 4l 41, Wang %
N TV LR o e 4 I 48 7 VR AT SCRS R . ELAR L, 5 A T g e AL b, ST — AR T S0
2%, P A) bR SCgmig AR 4w A) 2 3 B A A T IR AEVE BN, &R SO iE 25 R i 5 -5 4 i A il 2
FlEr, AR E & AT A R AR, 5 IR, Tu 25 U4 A — AN L SR A7 ) (0 B 36 17 S 3], 7 AT
i R ) A AN IS TA) 2, R A8 A7 ABL A TR 3R BRES ) 1 B 3OS BN TS B R 2 T R AL B R 0 B S HE 42
Transformer" "[{$2 1, H BT 44K 2 BOCRI B AN LN R R AL 43 T Transformer. Zhang 25 A UM 48— 3L
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G i SRR, 20 0 P X 2 BT A0 AN bR SR AT A, T R S G R 4 R AR RS B BUEEAT Bl A B S R SR TT
R T F R iR R B KR g ORI R F R S5 8, R B SORS S B LR A (s 8 202, 43 A
H b 5 P00 BRIk A, 3 — B O TAER I SORI S B AR TH AR IR T I R e B2

ARz mkit, KMARE, TN RKARBIERT, FREETHRZBMREHIALR EA—#
KRR ECH S, A EKEHFRHEE, FFRE, A—KX, BEEBEEWGILT 2 0EF RHEK,
DR LN TSR A SIS AR ER R R E, ARG THEIER T, DseMRE &, KR, TRiEL
Fhoib,

REZRF

The spring breeze blows gently and the sun shines. The water in the pond is getting warmer. The eggs laid by the
mother frog slowly became active and turned into a group of tadpoles with big heads and long tails. They swam
around in the water very happily. One day, the mother duck took her babies to swim in the pond. When the little
tadpole saw the duckling paddling around in the water with its mother, it reminded it of its mother. Little tadpole,
you ask me, I ask you, but no one knows.

ALE #EIF L

The Spring breeze gently blowing, according to the sun. The pond water is getting warmer and warmer. The frog is
identical slowly, become a group activities of big head and tail tadpoles happy swimming in the water. One day, the
mother duck with her children swimming in the pond. The small tadpoles see little duck follow their mom to row to
paddle in the water, at this moment, they think of their mother. Small tadpoles you ask me, I ask you, but who
knows.

A TEEFEL
B 1 SORIBR IR R 2445, R LA B3 SR B Google #11% (2023.02.08)

GBS ) F ZRVPI 7 125 4% BLEUR 45 T2 AN J A4 THI S e SCRS 0B PR I 5 (RO A9, AHORHIE 9T 4R 1
2l F T VP SO G B (VP O v, AR A B SRR B B PG AN LR 2R S IR VA
77?2 [30,35].

S SRR 2 WL P COHS 1 BRI AR, (BHCIRAAAE A 7 2 IR MR BR Al A ST & AR IR IF I A R SO 2%
M HLA R E AOAR R AR, 95 SRS AL B 2 OB AN A SR 2 25 BN Ja 4 S SR AL T AR RO L5 41
Peft— L85 5. ATH 2 WA AT RASCRE G LA BRI B T 5. 58 3 IR R T SO e L
SRR . ATFIFINAAR S BSOS IR bR, 55 4 1 4R 716 G ORI Jph 2 MLas 98 10 207 7.
555 TR BIR T EE T ISR I SCRE A 2L AR T VE. O 6 TR T SRS e 22 LA P U R 2
PAS A7 AE ) — 16 ) AP .

2 IEIR A

H AT 23 B0 5, B0 48 00T GO SCRE Gk, 25028 FH i 3 o P 2 S 25 - A D B AE 2.
2.1 AFRBENFEEF
18 (e y) A—APAT AR, FAEsa) x = {x,,...,x) B TAHE, BRI Fy = (y,....y,) BE& TN HRIE. 72
i - AR AR AE AR b A 2S48 A (L)) LSTM P2 10, CNN X 4% PIag, Transformert! ™ o 25 2544 Y3 A1) 1 x 4 AL
JIXF BRI BEFE R R b, B
h = Encoder(x|0g) (@))]
Ht, heRX™, d ARRTRRZKAD, 0, ARMEESEL RIG, 45€ h, ERSEAR TN B F5 o 1 &4 B0, £ RS 1)

© TEBREEEEIEDT  htp/ www. jos. org. cn



B2 F XA BAYZ B EIF LA 155

55 o 2, AR SR AR T D 52y, 45 (s oy b, TRINAZN 220 F A 0] y, OB A, B P(yilh, yis6p) 5 FeH 6,
NSRS E. T 5, AT AT (x,y) BIRER AT LIRS A

J
POIxO) = [ [ POjlxy:0) 6)

Hd, 9=0,00,.

16 B Transformer J9fR2% (94 i 430 B3 HE S i, S i 30 ] 5 AN G5 HO A R O (L3 RS S i 2 R B
. AN R AL — A T R ORI — N R 2 R BB 1 R B — B RS ) B BB R AR,
Fl s R A P T 2 1) L, 8 3RS SR 0 1 A V8 S T il Ao 28 P 48 A, %2030 22 IRDAR T2, 435
B FE . TR B, AT 38t R % A5 R R P2 R B L. 5 MR B 2 L3 — A N BB — N -
R R A5 B RN — SR8 P R v, BT 5 28 90 28 BB 1) D 6 L5 4 J2 RO 2
ol E B X BIE T AR B8t % AR 351, RN 75 B0 LA R o 0 S 0 o B K. o - D A ety
R P YR AR S A 204, DA R SOfE
22 CHRHENBEE

18 (XN FR— S KASTATARITAT SR, EAR SRS X = (a0, x© VR AR ¥ = (0, ).
B FARS SRk MU TNy = (0,50, 1, Bt O AT y® K, JB A TATSOR (X, Y) (B P T
PLETR A

P(YIX:0) = ]_[ POPIX,Y:60) = ]_[ H POUIX Y, y5:6) ©)

Hrh, 0 FORBARBHG Y0 I O,y 0y B LM TR k- LM TG O 4R 008 B
xBTS N T RIS AT AR B AR (2) L AR 3) S E

K ‘,V(k”
PYIX:0) = [ [ | PO 0%, CX. ¥ );0) @)
k=1 =1
A PG T T SRR RO, 7E T EBRSR Ai y IN, SCRY SRR T BT 2 BSR4 A 4 S P

Gb, IERIHY ER3C C(x, Y <) , BISG 423C X AT H b AT I 50 R0 Y0, GERR i/ H bR SO B S
R X, Y9 Zrm SO B R SCHIAN L, Maruf 25 A POk — 25 SOR o 2 LAR B 53 A R0 FE 58 43 Yt S
ER3 AUH AR SO RS AR b SRS 1R SCEE.

3 AFFEN. BURRREXITNIETR

ARG IR SR AN 2L R A RS, DR B PR L e PP FE AT,
3.1 HHRAREH R EEE X QFIEN

H ¥ T SCRS A0 22 AL 35 B0 3 DRI AT 45 1046 TWSLT A ZHI3FEN . WMT L4300 SCAY L2 B 370, LA
K WAT HZ AR IR SCRS R o B0 B 1T .

« IWSLT £/ N The International Conference on Spoken Language Translation (2015 & /2 LLRI N The
International Workshop on Spoken Language Translation), /&5 T FHEFI RIS WA &, 2452287 20 8. £
Jr 2 BCERER AL 7 SRR B BETE R, 11 2008 AF IWSLT #2417 505 B E1E, B hr H 15 B S48 A1 505 2 78 JE 18 1)
CREATIERL, HrRIZk8E 4 7 K B BTEC (basic travel expression corpus) [ 20k FJ%}. i€ 2012 4, A 177
BT —ANk B TED T PFSUS ) SR BB I 55 BRI Z Sk, 7E 2013-2019 4F IWSLT 334245 | SCRS 0l 107
. ESR IWSLT FEid A1 FIAR 22 Jm vh B S AL 1 SORS B B I A 55 FESH 4R, (R PPl D7 92 - B A V2 T
W) ¥R B R S BLEU, METEOR, TER 55 B ) iTAL TR R, T I AR SSALPPAl SORME 2 A0 AN SRS 1a) 258 g o
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LT PP Al PR bR

* WMT 4=#% A~ The Conference on Machine Translation (2015 4= % LA A The Workshop on Machine
Translation), JE X THLEE RN SWIN 2, 25T T 17 Ja. Za WG FE S @R 2 FENLE RS E, %)%
SIERREFNZ S, WMT B M 2010 Ff 221 7 5 & 9 L& 8098 5T & 8 30 v AL R 0EIAE 55, WnfE 2010 4,
Comelles % A PHRAS T — AN G SCRY G FRAE 22 VP Al SORY 98 SO S (R VPN 7 ¥, 7E 2015 4F, Vela %5 A PR T
— M SRS R RN ) B SRV A SRS 5 3 = RV 7 v 7E 2019 4, WMT #8687 SCRY R iR Bh B8 28
G AE S A R SCHETHBIRE R R 40 Junczys-Dowmunt 25 A PHRAS I SCRY B B R 4. BRI A, RysovaZs A
HRAE T — A ORGSR PP T A,

* WAT 4=#% A The Workshop on Asian Translation, #&¢ T THE F FINLEEIERTHY <, Ba T 2014 478
HAZR 2. B a VO THRZE WA A ES 6] COZR) &R SCRIPFIIMESS, RN ER B sh1Tfh5h, WAT i&42
BT PP SORS 930 1) N VAl
3.2 MHEEMANFRIFEERRES

TESCRI G 2B AR B0 PE H, BIF FEAT DA X  TR] 1 15 35 0, T8 R TR 0 SRS R 4. % 1 31 T SR g
NS R F B, 4638 1 KO BARBER GRS Hr, AT LU S5 H DL JUAMRR A

o B B SRURRS A B SR R ) B B LS B AR DG PRI, L4 LI NIST $Pl. I 4EA) IWSLT
AT WMT P05 dE 47 38 32 1AL 55 357 [ 28 (41 LDC/NIST Al News-Commentary 25535 48). ¥ (0
IWSLT £ 5#E4E). TH35 (W Subtitles A1 OpenSubtitles 254485 ) FBUF 43 (U1 Europarl 38 4E).

« BAREE T AR A O R INE S AR o3 DL R 8, St M EOE R AEE £ S, -
TSRS PR A R K B2 LDC NIST H0dE 42 A1 IWSLT2015 PFIlIAHE 58, 1 5% — 8 SCRSBH 1A A 5 1 8
P54 (https://github.com/sameenmaruf/selective-attn) & IWSLT2017. News-Commentary v11 L& Europarl ZU#4E,
HAEmEEE T WMT PREE 4.

o BUAEAESEAER A Hoh 73R8 5 3 4E (Subtitles A1 OpenSubtitles) 2K H T HLEZ AT E FI 5, 2 N — BN DIE
PR, RIS AR I (A s . AR ACEE) 1 U B H A S TR e 4R B v T U SR B 48 (IWLST)
fekE TED FHE U5, BER: sONRIREC . REBNBHEL. HRIHEAZ, B RHR RIS
s M S (LDC/NIST. News-Commetary) #UE85F piR LA m EH AL WIEET . &A= IR0 10

T MBSO R SR e gt

o ) B R T S
HEX ook TG o T A8 FH 24 A4 ¥ Sk
LDC/NIST 41k/940k 588/5833 (NIST 02/03/04/05/06/08) [17-19,32,41-109]
IWSLT2015 1.7k/210k  8/887 (dev2010)  23/3874 (tst2010+2013) [18,28,30,44,49]
TWSLT2017 1.9k/234k  8/887 (dev2010)  62/5566 (1st2012-2015) [20,23,31,45,46]
. TWSLT2014-2015 3.1k/398k  8/887 (dev2010)  56/5473 (tst2010-2013) [32,47.48]
= Subtitles —/2.15M —/1154 —/1086 [31,47]
News-Commentary v14  7.9k/312k  130/3004 (news2017)  122/2998 (news2018) [23,31]
PDC 59k/1.39M  163/2000 (news2019) 148/4858 [30,50]
BWB 196k/9.6M 79/2618 80/2632 [35]
TWSLT2017 1.7k/206k 92/8967 22/2271 (tst2016-2017) [21,28-31,36,48,50-56]
News-Commentary v11  24k/236k  180/2169 (news2015)  211/2999 (news2016) [21,28-31,36,50,53,57]
. News-Commentary vl4  8.4k/329k 130/3004 (news2017)  122/2998 (news2018) [23,49]
HotE Europarl v7 118k/1.7M 240/3587 180/2567 [21,23,28-31,36,48,50,52,53,58]
IWSLT2014 1361/172k  17/1172 (dev2012)  31/2329 (tst2013-2014) [45]
OpenSubtitles2018 —/9.39M —/9k —/14.1k [52,55]
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£ 1 RSO REEIEES T (40
_ e R R RS T s -
R EVE/IE e TRE o 87 ) 224 T 0 11 SR
News-Commentary v9 4.9k/191k 90/2k (news2009) 270/6k (news2011+2016) [27]
T IWSLT2017 1.7k/203k 8/887 (dev2010) 12/1080 (tst2015) [55,56]
mee IWSLT2015-2016 1.8k/220k 8/887 (dev2010) 11/1 664 (tst2010) [49]
News-Commentary vi4  7.8k/303k 129/3011 (news2013) 129/3011 (news2014) [30,50]
IWSLT2016 1.8k/220k 8/887 (dev2010) 11/1 664 (tst2010) [49]

Bk IWSLT2017 1.7k/203k  66/5819 (tst2011-2014) 12/1080 (tst2015) [25]
OpenSubtitles2018 —/16M —/10036 —/9740 [60]
IWSLT2014-2015 1.6k/200k 8/887 (dev2010) 35/4711 (tst2010-2012) [47]
OpenSubtitles2018 —/4.0M —/10036 —/9740 [47]

e News-Commentary v11 —/0.2M 124/1917 (news2008) (nevfszzé (;(1)3'_52](01 3) [47]

News-Commentary v14  9.2k/335k 229/3000 (news2012) 192/3 000 (news2013) [30,50]

HEH OpenSubtitles2018 —/2.0M —/10036 —/9740 [48,49,58,61-64]

>3 News-Commentary vi4  6.0k/226k 266/3000 (news2018) 213/2000 (news2019) [30,50]

Heod OpenSubtitles2018 —/20.2M —/10036 —/9740 [55]

Yo News 23Kk/220k 178/2000 201/2000 [56]

IWSLT2017 1.8k/194k 8/887 (dev2010) 15/1285 (tst2014) [46,56]

giﬁﬁﬁ?’ MIEHALH J5, T 7325 (OpenSubtitle) i 4E, 3@ # JH5H TR =0 8, BULASORRE G L ra &
&
3.3 MR HENFEFITEIER

TEVEAG SO G 3 SC R B, 55 I B2 AT SR R 4 SCRS G SO 40 v A T %00, 85 T3 LAA) TRV 48
FR VPR SRS 2% SC IR &, 335 BLEUPY ., TER'™., METEOR'“#1 ROUGE""%%. ix ¥, RE% B H: 56 F 2L 2L 5
PEREAT LR, DLW SO SR bR SO s A) TR By Sk B iR PR Re 32 7t

BB TR R B SCEAE & — AR R G, JEAT SCRY L VEAS 2 H BT SRS AL 28 B3 1 — AN 90 07 1. SCRY
% BLEU 182 5 FH PP fadn 2 —, a8 e ik SCE & — MK P41, 2R )5 it 5038 BLEU 8™ 4R, i
FAI RN SORY AT B 1] 250 BSOS AT e 1 0 B 1 )V o b /b, BLEU B A A AR M L S S Bt HE AR 2 75
TEIX LRI I G B BTt (R, K AR DS A0 T i) DB 8 SORY 2000 R BSE & STRY I G Rk VR A
SCRYE S, AR MARTA R VPAG . TATC AT BV A . HAM R S5 I ST R 25 R S VPSR 4 AN TH R iR A 2%
PISCRS RSOl PR AR, R 2 B H T M VA FR AR K T WA 2.

T2 RN TR AR A
Eyit] GRLEELDD T B A4 FH S ik
APTHY FRIREH AR [20,47,52]
wEied AutoPRF"" RAABI PR R . HER, FIE [20,52]
CRC™ FRAFN B AE I 2% [52]
A LC/RC! VAN, 525K [35,47]
GCC/CS FEPILC/RC, HEZH IR [78]
. HHI WCRE I — 80, 52 F R [32,81]
ARG LTCRI™ RSB, 55 B [32,100]
Text Cohesion” TR AR AT Z R ARLEE, 551300 [41]
ACTHY BRI R AE AR [84]
CREVEA IR BLONDE"" Sepk VERIARIE . B2 R N ARI1/2/3/4-gram% [35]
TCP™ WA Bl BB, BARAEIE [30,50]
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330 AR,
YR AT —F): You rich guys think that money can buy anything.
P 24 7T A): How right you are.
B Awa AT —5): UR11E NS LU R L3 — ).
H bR 24 /) AR R T
B 1: B ARTA R 2451 79 9 Cai A1 Xiong!™.

BAE — PR J AT B, AR BT At mT DU BIEAR A, BT 4, L2 fR T SR 4). DAk, HERf b B 2R AR
AR T BSOS BTN SO E R Wl 2 B, META)ARIA “you” BRI —R)FLIE “you rich guys”, FLAE H w1
IEWEHEN “URNT. ME N SCRS R BH A — Ak, AR (S B ARIA), &8 I RIEI SCAS 2 B0 E Fe AR L 45
IR — AN EER 2 2R 50 2 10557 197, Federico 1 Hardmeier! 3l 1 %0 55, &N IR A 17 3R BUHAE S5 0
I B SC RS 2. %2 BLEU EH 57 18 K, AR IR o A 3R] 72 2 2% 13S0 B 33 0ot B B br 4R

&, HEACRBRAERR . F B F1E, &5 AutoPRE. %3075 5t BT AR B AR 5 1 A TR o U2,
Werlen 28 A\ BHE W T AR TREN AL % APT (accuracy of pronoun translation). 1% I 77 2t J& 1 37 78 1) 6) 55 45 S 4
fithz b, 23 AR AR VR o A R 4% B HAE 228 3 SOR B 3l SO IR R4 2R 1200 228 18 B b AR 1 7% b i) AR
A, AR B R AL W R AR R T e AR IR . 0 IERAE IR 55

B T UL F P AR B B MR R 1R AR A, A OC AR W T TPl A B B M R B 4R 41141, Guillou
2 NIRRT T 0P A5 D — VAL A B0 8 b AR B R 1 A A B 4. 1280 SRR T DiscoMT2015 ARIARI B AT
PEI A5 DiscoMT2015. test, 45 H 1 250 AN I U AE 256 B ORI B 3h i SCh BlE. 7R
FE R, TR RS — T 2 PRI, 4 “they” AT AR “bAiT” “d A1 Bk A117, Cai 25 N 393088 = A
FRARIA “you” FIEE = AFRACI “they” #9321 AR BB IIASE. St 7E BRI, D8 SCAA] “it” WAFAE—1A]
LR, T PRI R R T (0 AR B PR A, Miiller 25 A U9 7 BRI GR35 ST it BIIR A0 3E 12k JEqtA) 0}
MREE. Bawden %5 A PR 25— 0 AR %, A3 T 50 ANIIRRBRT). A5 MREGI AL — NG o4l (5 B ks
A YR v 2 AT A, A B AR BT X G B TR SChR)), B 4 AN B bR = o4l (B AR B R SR, BRI IE
i B 214 T ) A 3 0 B, R A 4 T ) B 45 ). Jwalapuram 25 N VR G 4E WMT SE M 7 2 AhiE & 390
PEIERSE. B, 320 S RO RS, 18 20 S 2 VR S IR AT R e X S 1) S 451 VRSB 4R Y T AR YE IE 4
AN Gr— AN B AR R, 2 A B B8 45 AT = IR SCHEAT 4T 40, PRIAE AR 045 NC (no context). RC (respective
context) 1 CRC (common reference context). Wong 25 A P2 st 7 0] HI T34k 5 T5 A Im80 13 P e A0 A 22 . Yun &5
NI T — AN T — AR B IIRAE. O T PRl H —JEE I ot H SO AR B R B, Shimazu 25 A 7
FgE T3 5341 AN H HEA) TR IR, Z AR 90 A) TR IE T OntoNotes 15 EHE CNN J#E X1 #647,
N R B H S, 9% o g S0 ) A AR B A EATIHE B SCR) = B B2 S, DMEREL H SCR AR AL B
PAK AT S SO IR, B DA A B B SO 2R A1 TR 98 1) 9 SO R K TR 48 A1, 380 75 B2 N T AG ot v 9 S ) AR
BHEE LUK g H S AT B X 4 48] DR, AR B A B K A A0 S T 43, DAVPAT RSB0 AR )
BIETERE. 3R 3 Guit T X B (U LS LR IR H AR i IR, 53 1 il SR EA ), & B34
CIRREE, F TIPS RS0 E s T IR AR KL R
332 RNCHTEVEAY

TV B 1 R SR S B B —, [N AR AT 0 R B A PR AR B . Wong ZEANTTHEH T LC
1 RC PIAN B AR A T PPA% SCR BRSO IRC AT e v g AR, LC A SORS EEHERIIE Y o5 L, T RC A E S RITTM 5
Ee. B1F LC Al RC (5 IF R H B S 5 1%L, Gong 26 N Tk — 20 LW T 81 S0 228 13 SCIA) T A% X AH R A1 AS
[ 53. A T 5 R SOA % BT, Lapata 25 A VPR BIHE H 7 56T A7 RI3E T35 SR SCAOE BV 7 ik, o, 3%
T S i T B SR A A ] (14T B AR ARLRE A DR SCAREE B AL, T SCRSBH B AR 5 SCR EL U RIS Y 1% 5
2T e T,
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R3S HLE R VE A A R B SR

EE X RS d Bt RS SCiik
B 1R 50017 (A6 & 40 LB 1)
stk Y BN 1001 F (KA 761 42 M0t LB (2]
AR PROTEST (50/MY i) [73]
ZAMIEVE F BT A R 332274MRA [75]
Xt AR E 800111
VEBER R 80041 ¥ [68]
B 800111
el AR B 12000117 [74]
P [AMEL i 150%1% [55]
H—-& AR B 53414 % [76]
EENE] 300041+
W1k B 1000417 [63]
TV 2000411

333 RERRIA

Reeder £ A 313 Hi 4 FH VB 7215 A0 HT (latent semantic analysis, LSA) FH K47 &% SC i S2 ¥ (translation
adequacy). Nk, 1E& 5 LT ZFAF 1 SEg i &, DAL R H LSA S5,

Gong %5 NV T SCRS B — SO MV 7. 12077540 B3R LS B SO [ 318 S0 3 R, TR A
FRG AT KL B IR 2R 1 e VR iy 25 (1 SR 3 i — AL

B o2 A, T R —AN SR A, S5 A ] 0 3 Y0 8 7 A i ) SR — B, Dy 1 PRV B S — Bk U T
BT RE, Ttagaki 25 A BUAT Guillou £ A ™48 il HHI (Herfindahl-Hirschman index), — ] T & —AMT L i g 4
JE M FE AR, Lyu 25 NP T 55—l F T3P0 31 9 50— Stk (48 47 LTCR (lexical translation consistency ratio).
R, G SR Y 1] 7 1R SR A R — B, AR AR S (E BL B PR R AR R IR S b
BB, LK HBN PR IR
334 LZBRETAL

PA_EAR 2 AR 5 SR U7 7O ) B 4 5 H A PR AR 5 BLEU %5 AR bRl & N —14. 1, Wong &5 A U7 2k
PEINAL ) 7 kAT R

H = amy,. + (1 — a)my, )

HA1, mgo. FPEH ISR RITAL AR LC BE RC {H, m, AT ZTlifabs (W0 BLEU. METEOR %) {A. i#id 7E4H
TN B PEPPEIE R BT A SH o .

Jiang N PIHLE T EAEEIR, O A4 SRStk A8 AUAEE L KRS B R 1A ST
. 83 H B S OSSO DA B & DTN Z R AT 470, tHEA R, (R FLAE. R, 7 %
FERLRY BRI AL, B 8 T 5 BLEU MBI (1) 1/2/3/4-gram 8. o, BT AS B BB B & DA %5 25 00 2 10 2
18, BAJZ 4 /> n-gram 18, 75 3] B 33 H R 2541, #7179 BLONDE. Z 3Pl 7L SC 7 B 8 SUR B IR 8L
FoAh T e i B 3RS 2B, JERE T B A A L

Sun NP EE T 2 A EI R, RS R — B0 (tense consistency). #1198 1%
(conjunction presence) FIAX 1@ 1 (pronoun translation). 3t X} bt H BRI S 3 X 3 M BRI ZE 5,
THHEHFECHENRERERS, RERIER 3 NMREEIR RGBT — U PR NSRS R = PR 5.
3.4 I £

IR LS RS VAL & FLN R, BTV I SO B H AR N R], Bt

1) AEEHEIT AL . RC AT BT AR & AR B S RITE T R EMN R EA R B R N R, Wi R € 1
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P P 2 0t SR B TR AR R IR VE R PG R BT 5 A L ST A R RE 0. SRR PF A 53k BB B AT A b, P e
S R RE 77 B0 4 P2 th 5 JRY B, BN 3 6T A ] F 16 AR ] YA P 1 A 8 48 L AR 3 B R SR e 0 ) 2R
GEVPAl, QORI R A

2) ZRE IR BV INEALEIE T — SR B MR B, 58 TR RSB R =, g2
2 3 S — A BH PR R GE I AF IR, AR 1, FCIFAN B e O VP B e M A R B IR R A, W Lyu 25 AP
St B RN — S AR R T R T A

LR ERIR, H T SOR 2R A I S e 1, AV 2555 SRR O HER R (W1 BLEU), & i 2255 18 %5 Fh
FOLR, WA R SR A AR E R S8, I — A A I T 2R R B A PR . Gl R E 2
AN VR R BEAT SR A VRN, A2 B ATBF MR TTE. R, ARAE TE R U A AN R, A E R . H AR
RUERI R EARARE VAL H AR N IG5,

4 REXHERHEN [T R

SRS AS BRI TR 22, B AR AR SORS b SCE (R H AR R SO RIS S, DU 4 st i
BEREAMA) T A AL U, 0 e ) 5 AR SCRE B A 4 5K (4) AR C(X Y9) AR STR G 22 WL A B PR AR I o
i I A R, KR T XM YR 2 B, 3R] DA IR T DA P AR AT AT 4 S B, AR R R PRI SR
FHRERIR vh, S mT DR G B 60755 1 DR 4 R A3 L, I B b SR DU I X i — B T,
AT DU AN SRS X5 RN, H R 4 SORS N %8 5 2 TR SRR A BE FT AR AR B ST R (RUAME R Y0, T
DA S T ) 1A B SR AT i T ) (1 3 (BREFE Yo ). BRI, sl 2 B, AR Vs b R SCroRI R O 5, PR
AR i3SI A2 107 3, ASOR SRR AL B 17534 LU R LK.

FF RNNSearch 712
ParDoc2Sent J5i%
FEF Transformer 7772

Doc2Sent J5

T AR T

S OMETK
e
BBy

PR TROCRE
L .. FARMEMT
Doc2Doc J572: { Lo JESRAE bR

ENCLTOR S (. v S 1T 3L

Bl 2 G U SN B JAE LA

o F00 43 B )1 I SCRY B BE D792 (TR FR ParDoc2Sent): 7ERHRESCRS X 58 & ARG H)F x® B, FIH %6+
JA SE AN 1] 58 ) FE SO R S0 — R B, TR ZR AR A2, ParDoc2Sent 473 BLA) T OB A LA HEAT
ifs, T AT x® BES B AE YT, el Ve HARA) 7 1B S0, Rz A 124 2 I .

o S ERE B A B SCRY R T (TRIAR Doc2Sent): TERHIE SRS X 1056 & AN AT x® B, FI AN [ 5 f)
FE SO B, QA SO B X, BEE L T A TR ATA A) 7. — SR UL, FEVIZRAIER IS 2, Doc2Sent
PLSCRY e A By 33047 T

o SCRYRSCRY A SRS R 3 5 (TRTFR Doc2Doc): 7EBRIIESCRY X 28 k& ANV A+ x© B, BRI A IR SR
T3, IEFN 1) F R A R SE R B RAE R TR RN, A LR Y (W STk [27,51]) B R IR ER R,
F B brui B R SCRE 1 ERISE R, BT AR A B From AR ) 7 1 S BRI A5 R, X BRI I LAY I Oy
Doc2Doc F B,
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o FET MU T 288 28 10) SCRS M 13 07 v T o RIS TN A 20 [l %, T OIS Tl 1| A 8 ) SR 4%
BTV AR R B e s, DR, BRUA b 3 Bl 2y 38, AR SR 7] 5 45 2 T RIS T B 1) SO R B 07
15 ZJTEAE B T BT A B B A T s B 2 ) 7 RN RS B TN SRS Y, I b A TN ZRAsi B4 i 2
> B BG5S  SOR R R I o

TESCRS R AR v, FERN BRI A) I, SR T DA A A SRS b 3OS 848 YR i 2 SCRS AN 43 H b 5L
B4, B2 I TT LIRS SRE AN H bR SOR, (R 248K 2 B0 R B R R B B BT 2 DLA) o SR Ar. (R, X i
A 2 B R R S B R SO ET AR (context-aware translation model); AN 3, A R BIEAR AL AT B
WHRA LT CORAT AR (context-agnostic translation model).

WEE RN, AL Doc2Doc B (4n3CHk [27,47,51] %), BEFI A T ¥ RS2, A T B Fril 2T 32 X
S T A AT DA SR 3 H S BRANCR FH 5 R ST, 284 Doc2Sent 8% ParDoc2Sent #7877 Bk, LA OCKARATIA
4 Doc2Doc 5 8. 2818L T Doc2Sent AL, K5 Doc2Doc B & LA SRS AR A B e #E 4T 4 fid. 5 Doc2Sent A
[f] 2 A 7ET, Doc2Doc #LEL ¥ H by 7] T Z [BAFFE MR #i9C R, T Doc2Sent I H #5 i A T AEERIC R, RN
7 %FEE ParDoc2sent. Doc2sent Fl Doc2Doc BB IR RE 22 7, 3% 4 #he s 1 H S AR MR ¢ TARAE R —Hds 4
(J£—1# TED. News il Europarl) T HJPERE. wRRMEREIR S /25 T Dropout Rate 24 0.3 1% & L b1 T2 Tk
FER 720, 5 BLEU 28000 L A AR [E (Multi-BLEU 8¢ sacreBLEU); X T-f) 1 2% Transformer #7,  T- A [H
WL 2 (0 dropout 18 %%5) sRIEFSHELE (41 openNMT Y, fairseq ) AN [H], E IS B AP fE R
R SEAAHF.

£ 4 BB R PFARTLE TS5 TED, News Al Europarl #¥54 N HIHEREXT EL (%)

TED News Europarl

e BLEU  METEOR BLEU  METEOR  BLEU  METEOR LM
RNNSearch™ 19.24 40.81 16.51 36.79 26.26 44.14 [53]

23.28 44.17 21.67 41.11 28.72 46.22 [21]

P — 23.28 44.17 22.78 42.19 28.72 46.22 [53]
Transformer!”! 23.10 - 22.40 - 29.40 - [29]

24.82 - 25.19 - 31.37 - [29]v

24.30 - - - - - [54]

Doc.Trans 24.00 44.69 23.08 42.40 29.32 46.72 [21]

24.01 45.30 22.42 42.30 29.93 48.16 [53]

QCNE! 25.19 45.91 2237 41.88 29.82 47.86 [21]

ParDoc2Sent it Flat-Trans'™ 24.87 47.05 23.55 43.97 30.09 4856 [53]%
MHT" 26.22 - - = v - [48]

CoDoNMT"Y 26.89 - - = - - [54]
o XX SR e am e em ol
Doc2Senfint  SANDoeNMI®! T B DM w0 4 [y
HybridContext™  25.10 - 24.91 — 30.40 — [29]

HAN+DSP" - — 24.84 - — - [57]

——— G-Trans®” 25.12 — 25.52 — 32.39 — [29]
P-Trans'™” 25.67 — 25.93 - 32.62 — [50]

4.1 ParDoc2Sent M HRENE S X

ik 3 fraw, L) ParDoc2Sent AR 2R & 44 5 4 PR A) 1, Wi T4 et MHL A7, BER AR
c=(cy,...,cr), FHFIABIMG LR CImtD a8 3E AT A%, A5 1Y 1 SCER IR BE T DA -4l B g 24 A ) 1 2488, 4
] CAFH T4 B AR AL 8% A2 B 24 B A IR SC. AR LE T R) F B IR A Y, ParDoc2Sent #2812 T —A> LR SC4mfidgs, LK
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R BN SRR Rk, MBI S5 K 7, ParDoc2Sent R A BT A1 J T A 5 S RH IR Y, (H TR E S RN
Ui b PR U R SOF B IS FEE, ParDoc2Sent F] AR /& 2 5N 1T 51 £ 5 FIEAL. #E 1] 3(b) HOMM
RE L3R SO B TR S0AE B T 2 BT AU RO AT (B4 /T A R ARRD), 1 R O AN @ ] AAS D[R] I 7 1E.

Y1 Y2 " Ym EOS e B e Y1 Y2 - Ym EOS

CHLTXAH SR | | Snewes | [mﬂmaaeg] N sammE | | Giamms |

. . ' . . . ) L ; )

GG C o Cp X1 Xz o XN BOS Y1 Y2 " Ym € C (g X1 Xz ot Xy BOS Y1 Y2 * Ym
(a) SCRY BRSO i) — i gm s (b) SRS E R ORI 2 1 A 4 TT s

B3 WAL ParDoc2sent AR & K

4.1.1 3T RNNSearch #7435 TAF

Tiedemann 25 A\ P78 &) 7 20 B PR MERE T, 37 YRR A 24 i) S i — A PHE 5 B 51 (RIS e A
FITFRIPHE), B AR SR 2w ) R, 120515 R 5 B U A) T B B AAS 3K, & BT AT AT R .

Jean % N\ ORI A 0UA] GRU ARAUAE Ry SCRY | T SCYm A% 88 X8 24 51 A (R0 — A0 3E AT g, 1E & U, SCRY S -
NICREBS IR AL AR RS R, EIX RS 55 B 5 2 B A0 S R 1 SR B AR 0. Rk, T ¢ I %, AT A% ey ST
FEE ANLH A M BT A I gmigaeilizhk B N SUE R s, s A8 T FARIE IR SR/ EE R, R ER A s, , A
T TSRS b ST o0 A% 3845 B JE T 08— M 2 — 3 % (0 SR 00 25 SR 1Y, 2 1| A A A /N i, R
PR SCARS B RT — AU RE RS 4R TH B MRS BLEU BRI RIBES {H, At AR IR THC A BN AU fE, (0 I ghdeik B — 2
FUBEET, ML AOFRTHE 2%, E B RE L R R ads.

Aol tth, Kuang %5 A R B AN G i i A M 4 i A0 B — ) 5 24 5740 22 BT 9l 5 Jean 5 N POIARRIZ
AETET, FSCHIRID A T BAPAT IR S pLA, 2 AT — SR S R A SRS B, FER A — AN 1L Al &
P58, R NI RIS B, 7 - TER R I S0 I0 45 SRR W, %5 VR0 W 5 1R THE B B B I P e, oF
P T BECA) TR B L.

Bawden 25 \ P 5 Kuang 5\ D340, MAED 250 08 FH 95 AN 4T (109 38 J3 LRI 23 i SRS R SCAn 24 iy
FIFPAB R VM RE B AREDHE. NEMERER X 3 AR EE o M, E A B
Z IR S SR B AAE S AR I B3 T A5 AT — AN ) - (R R SCRA 3R SCAE Dy SRS B SOk 2 i A0 8 1R 14 BE ) 2 i), G
R R — ) B SO A R AR R SR B 0 VR IR (0 S8 45 SR B, A AT — R IR AR R SCRE
USSR BRI B BRI R Y BLEU {H, T A8 A T —A) 1) (B 3h) BESCE R BT SCRRA T BBt ReE.

5 UL MR —FER 2, Wang 25 N U 24 i A RO AT 3 AN TN SO B R S, SO R SCgR i A R — A
JE VR 56 R P A8 T A 4 X 48 4 ) P HEAT S, KA 7 P BB — AN SRl R BRI S B 1R 1% A P RR
Ny SRR T SO B ORI T IR TR, SR S A MIBER I G X 2 X HEAT SR, R S — AN AT I RREUIR
BEERBEAN N LN XWRR D AEERE T LR 1 5RES NG D SLF T4 50 5) i gm il 23 A ARag 2%, A4 1) A
FRIEAC D B T (A1) MRS 38 IR AR IRZS; 2) FIVESHBh b SC A2 B B AR A 2 BRBIR A . 78 A — JE i 1R AT
45 B sa ah R W OL TR RS W B TH RN R M B8 BLEU {H.

B ETT LA H, BT IR 20 X 24 46 K i B0, i RO — 2 2% 2540, BRSCiRk [85] 4k, SRS b SOl 24 i H)
1 G i 2 [A) 2 AR B . BhBAE S TARLEARAY by X ) 2 ZEARBLAE A 7 THI: 1) SCRY bR SCamiig8s; 2) S0y b
T BRI, HA, SOR BRSO 88 B S TG & M 4, X B E T 2408 F 2 A SO AR R SR, BR
TR PRI L ) T A R S A, IR AR A R IR G AR A N g RO B SCE R, SO BT B B RTH
TGN AT A SR AL ARG PR 028 X 2 B IRRARAS, 1K B T3 2 A5 o) 7 B B A [RIB), 7E A B 2 4 A ST
R SCHERAE R, RS T MR, IR T A HT A, DL AT Rl SRS TR SCR S TR IR A B A, R
T AR 25 B e B 1 1) R
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4.1.2 FETF Transformer #5445 TAE

B % Transformer B VOV HE T30 M AE A0 T RNNSearch #8L, #R 2 (M 3¢ TAEFF IR T

Transformer B84, [A]IF, BT Transformer Ff) 4 % 2% FH RS & 53 A1) BH 2 A9 i J2 A0S = 20 1, DRI, SO BR3¢
S BRI Ay NE BT RNNSearch #ER LT RE 2 HF. 452 1R, TATH R R0 I Z 1 K i A8 ¢ LAE.

Zhang 25 N UM FH 2410 B PR AT S A0 TR R S, 3R Transformer 4w A% a5 b AT 4m . 78 24 i A)
M gmASEE, 7 BB A E AT M ZR M — AN 23R 72, HT R EF SCRRA I BME R 28t 782407
FIRIARTD A, 75 B R 1 Mm-S B BN T —A2H B8, HT A BT SCHRA HBE E.
ZSCEEL T 2 MR RN R SRR e, BT — S SCRY R R SR A5 R, 3 A AT R IR AR B TR
SCHA AR ERE. A, 7EF] A Transformer Bt #s 7 SCRS bR SC#AT gl iy, N FR4E FH — =2 9 2 5t e ik B
L)k Re.

Voita 25 N\ U 78 E 5 75T 40T T SOREIHI PR LR 15 A5 2 ) BIHRAUE B, A2 B SORS PRS0 B AR Y
FRACE M. MEF IR B B SO R RS B0 4w A YR AT — AR 9 SRS B S, SO B R SCRR S ET A &R
N ZtE )2, Hrp L2 mis s (0 mr (V=1) J2, e SuT a2, @ T 1RGSR BT XER. R T % —
R B S 56 25 SR AR IR A8 S T A I AT — RO AR R SCORS E  SCAMY BRI AS A B IR 1 R BLEU {H, i BEF&F ORI R B 35
rItEgE.

Wang %5 A\ P9 F 3L 22 25001 Transformer 4t 2% 20 BXF SCRS bR SCAN 24§ A EAT 6D, SR i 70 A A0 5% i ek
T 3 FPASE 73 F SOR R SO S BTA) g ig &6 3. 751k 1 FIBURR A Concatenate A7, B SCARY 1R SCfI
W) TS 45 SR AT P, PR S 25 AR N B IR 2% 5 ;U5 2 PR EIFR Y Alternate 1554, RITE fRA5)
0 B = E R ET L R A e g AR D 2R B 1R, 4 A8 SRS TR SCRI XS BT A R gD 4 R 72
3 M TUFRCN Interleave HE 7Y, R SEARAD 2 1) 2 ) 25 - ARG 28 7 75 00 28 F SRS B R 0wt g 51, HABARID 2 A8
MHT ARG A R TR S S e 2 A I, A A mT ) AT P AR D SORS TR SC RS L 2 SR R I A
BLEU 1#i, H:" Interleave 1 P4: BE i 4, Ho vk N Concatenate #7, #¢ 5 N Alternate #57%, R4 Alternate #7 [{) 2

Yang 2 A\ PUBHE 4RI A AT 3 AN T/E N BT, R AW 5 SR ZEM % (query-guided capsule
network) MAN[E 77 TH X T 3C/E BT A48,

5 Voita 2 N "E ST A I, Wong 25 N B0 T R SOBRGIRERL 5 F5AA B R O M B, R T /S #84K
A e ot G B LR, 1R A 24 10 A0 e — AR D SeRs | R 3. 36T HANDY, #E 35— 48 OpenSubtitles.
TED/IWSLT A1 Europarl iX 3 4™ SCRSEH 1 £ 42 F1 8 — & OpenSubtitles SCRYFH R IE AL RIS IR &5 RR I, FH 2
AR R — R A RE RS IR FH BN R PE B BLEU 18, iE BE$- T SR S5 $8AIR B0 PR A PE BE.

Yun %5 A BN RAS E A 2 AT IS0 B SCE R AR TS, 45 5 1IN A 2 RN 5] K B RS A
W AL N, 1 3 T Transformer 475 8% (12 RS RI SCRY | R SCHET 490 fD, % B4 Wang 25 A\ UR400 &
5, 16 F Transformer 4t #% Xt SCRY bR SCHI AN FREAT 95 SR Je @it 9 3 08 PR B R) T 21 1) i i,
{55 — A Transformer 4 1588 %5 3R b F X2 AR F R M T gm0, 5T Kol IWSLT), Kot
(OpenSubtitles) FI 5 (Subtitles) SCRSHHEEHE 5 ) S50 45 SRR B, A8 OB R RO ¢ J7 v B SE AR P 30 98 124 e
BLEU {H, [F] B B A 58 i ) I 2R A ok B

Li 25 N HABHR T 2 RAD 2 HEZE N, SORY b SOHBH B 24 5T A (K45 A VE3 49 3948 F A FAT 1) Transformer
Gl 2% oy B SCRS BTN SC CHRT R b —R)) AR AT e D, SR 5 SR WA U7 QR SRS B R SCRT SRR

FIR. AT MR R RT — AR, VR R AR 1 AN B A T TR AT SCRS TR S, B AT R IR g
TPFEE S — NP FIE SRS B3, T2 ANE S W SRR g BRI, AN R SOR B SC ReER R R g
fe. T2, (EE N NIE S MIDAHELE T, Rl 2 A 2R BB SZ BRI, b SComAs s (Rl A 3 7 S Ahmg s, e om g
REHIEMER. FESR AR, — B\, SOM BT SCHRAE RIS B BT 50 5 2 A 24 10 4, 49 A4 4 i ) (1
L ) SR AL P 3] SO U3AE SR A5 AL, AR SO ST bSO SORY B TR SCRIS TR AT R, (N E SRS A SO B TR
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B S I B IRAUE SO R SRS BT 1T A B, AT S F AL a8 B B e Re.

Kang % N B RNy, —J5 1, 18 [ 52 a1 1 S0t IR 2 Re s 3 hBl e Mt A G R 5 —
T, A5 A 230 IR 5 B X 2K Z O EF U5 R, B, AR 7 —Fah &S EEAaH LT s @
Wi 2], %07 RS 5 ParDoc2Sent BB AT B G T — U2k, FE2 MRS B RSB gs BRI, A0
HY I 5 5 RS SN 2 FAS [ () ParDoc2Sent 3R 7 Hk 31 56 45 210 S0y B R 32

Ma 25 A P (8 40 P 3(b) BT/ ) 22 G 2 HE AR I, 716 25 S0RS T SCRT4 i) 2 18] 128 AN 78 23 1) 14l
BRI, 20 R SCRS R SO A AR T8 B 20 BERT S5 TR 0 T2, M58 1 R4l — NS i 2% )
EATHEAT ik, RURESOR R SC (RSO AT — SRS —4)) A1 AT A E AR 2 — AN K74, £E Transformer 4ifi5 3%
FUEE (SR E N 1 2) fiBXANEF S, MifE Transformer ifiB 22K EE 2-6 J2) RS AT a3 0 HIFF 5. £
T-3%—1% IWSLT. News Al Europoral X 3 /™ SCASEH R 42 (1 S 40 2 B, 4 FH 0 2 AT 28 5000 i 50 28 HLAS TEAR 1K)
PERE, R, {6 F gm0 25 3 Ak K ¥ BERT Tl 2R B 1) Th RE.

Yin N VR R SCBAIRARY, A RS AT O R IAT B R SO BAR T R AR, TR, ERRRE T R
ERE R, IERRI RSSO it A they AT R AT 4T AIHT 5 )96 A 809w A0 H brom b SUE &, 254,
VR IERRTE T 1E T T A B30 8 FLAT 1Bl ST e 75 O s R L by b R SCAE L. O 7 0B SO AR A R % ek
HE R BT SUE R, MEE A Y DA il DA B AR TEORE A B SCIRIIN, 9 A A A (A R 8 AR v A A T
i 1 e s SRR SRR R R S

Hwang 25 N\ P21 F 555 SCRS 4R A0S BT GRS 1R 3, 4 iA)) 347 7 5y 75, i@ i A8 ey 308 B R e
TR, FAEHTI COCRY BT 3¢, a0 A)) IIZREES. JE T3 i 8, v B e 2k, 8 R W R 2L T 1R #ff 3¢
B bR SR 2 A AR R AR R T R TE U SRS R SO AT ) B R 2. 22T 2> ParDoc2Sent [ FH A5 RY
FW, dd 5N BLEXT LAk, Refs 3 R B B e BLEU 18, AR e RE.

Zhang % N %2 i R TN LR MBI 07 3, ARTARAE SCRY | R SOI8 IE 246 A) B 5, T2 B H Multi-Hop
Transformer, -] FH 2450 7 UG A1 B AR B HT 3 AVE 930 B 30 Bodeth, A58 A VR 3 b SO A5 35 43 ) 0 R i
i 3 AUBEAT g fid, SRS FE 4 AT ARG A% b, 75 B ROUERAE S, RO 22 Sk R 0 ANV 5 3. 2 F01 AMA)F
SRECE HW BT SUE R, AR TS SRR SO T S0 BARY T A) B = 745 BT BT 35 2848k, A
F B FRsi bR SCnid 2% 2 et B brsm AT 3 A)EAT gAY, SR 5 AR S ET Ay ARRD b, 78 B R ORE S, e 2 3k
BTN EHTE) 0 B 3 P SGRECE FHINE R, S5 BAR S 2 3k B 0 B ARt 28 3. 2 F1 1 AM6)F3REUE A
B BB R, A T HURE SRR SO R SCE BT A B 3132 Sk B R 145 REAT IACTE 3. 54T
-3 TED. #—/% TED 1 Europarl. Ji—ff OpenSubtitles [t 525 25 H 3K BH, 14 F PR L F SCR1 B Fru R 3
(B35 4TI A)) Y ReIRTHRRIE BB, IF BEAME B2 TLAMA.

Lei 2 A\ P8 7 Rl & IR 14235 B (cohesion device) HISCRYEH IR, FL i, 1 Jof IR L aTA BRI 3 7534
B RJEATHEER, TR INRR R R 5 “<SEP>”, H ArumfE FIFEI AL, SR 5, S1X 2 506 1 & A m], W = 5 5
R E. WREARRER BT CEE I, SRR SR BUEE BT AR BUEERRAEE, MR i
PR B AR RS AT RS I, — 07 TR 22417 ) B e BRI AT HE RS, I SRR Y RS AR b SO A RS Y
5 S J5 L, EREAT RN, AR AT (B b N ) AN R R VP T A (BRI B S E AR
BEHRI ). CEARTDAS, FRE RN R B S (RIAT 3 ) AR CRN 1A 1)1 00, 5T 98148 TED 1 Buroparl. 3—
& OpenSubtitles )5 45 5 B, o o 57 £ 258 B @ 1B e 0% W 5 R MR R I B BT e, ZE MR IR 5
A R, 7L R BE R R E IR A MERE.

4.1.3 x7F ParDoc2Sent J7iERIITR

2R BRIk, RE B OC TAESR T 2 T30 20 VR o 5 50 00 SOR R BB . — 0 20 AH OC AR SR vh T W Uk AN [] |y e
R LB 3 R FH SRS B RSB R, A — BB 0 AR OC LAE B OGuE T R ALER I X | R SUE BIRIH, BLR AR Y X 4 &
AR, AL 5 ANT7 T RAR DT ParDoc2Sent AL V2 I RF sl 5095
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o S P SR 214 ) £ T S T ) TR 8. Vooita 25 U HL AR T A R 24 AT A0 1 AT — A S — ) B
TERE, £ 95— OpenSubtitles 1 SZ58 2 B, {8 F 41 &) AT — FAE 9 SCRS | F SR A) T L2 7+ T 0.68 BLEU
B, (A5 — AR R FHBRIPEICT 0.15 BLEU A, [, /EF504 T X HeSeit, R RE 15 5 T
8 F 4R A AT — %), Zhang 55 A VAT B T AR R BE 1 N S CHRTAIAORT 1 2 53 4)) xRl AR IR
Wi, 7 — T8 NIST i} b A sz 06 48 S 38 W46 FH 224 50 A0 RO i R A0 VR SORd B R SV b B . 5 Voita 25 AP
i 5% A2, Wong 25 A\ PIES 18, Yo OpenSubtitles I8 I 241 6 (115 — ) 3R 15 Lo A I H AT — &0 AR Y
SREIPEERE. Dk, ABL B34 R] DAt A ) S A AR RSO B, S B SRR E R
FIEG R AR AR AR L.

o« OB R SCUE TS, MG TAR IS 7 A4 SORS B R SCRERS B 24 A A0 RO % Li 5 AR, T
R0 B R AR 52 PR, (5 SR b SCRE B B 1 h B B R I 2k R S O LB, 9 i 2 e e T 1
Zhang % N "W H R F SRS R S R B0 PR AR 6E 24 1 SR PR A SO B, B, AR 1R ST RS R A 18T 24
AR AT AR - AR - - T IX T8 Bl b i@ B 4R — A B 1S B0 & — Ak 27530, Voita 25\ il R
MERURCER, 50 AT 7 24 B A 1 AR 4L 4] 46 ) R SRS B R SUAE B., TE 98— OpenSubtitles Z4E L (1) Hr 3K 1,
P AR ity yours. 1l you 854 B IyF SCRY RSB B, X2 i, BT AR A FE AR GUBH A T O B
SCHb, PRI, R SCRS bR SCRENE TR TR AR IR PERE. Wong 25 A PP T ok v, SRR B TR AR
X G ILALE, FEA SRR T A — E) RE SR S ST R AR (RPAR A RAL TR 2 J5) MBI BT Re.
Yin 25 N OO0 T B SO R B R B A e T B E A A R S R

c RENZRFEIINTTE. B L SCRYG IR R B v H S A B U X AR B A, EFR SO T
13 RS 185 5 % SIS 25 ARV AT R M AN Bk 492, 1% JE—48% OpenSubtitles $E4E, Votia 25 A S8 T 35 3C
RIF BB RS, Votia 25 N W8 T H S48 R A ANEC AT RS S S Il R v, BT R IR, AFH oy - R e
BA—EREW I BLEU {8, BER S % EHA 2T Wong 25 N PHHE T Jeo i, Yo Subtitles #
R 10 T HESLAX 3] BB PR . Hwang 25 N CPHRE A7 24 1) A B A T S0RS B S A6 A7, @i s ook B
SCRYSEAT ], AN EE BSOS bR S, dl I BN B A 2R AR AR Y RR A e T 00 BT SO e AT R sk, AT ER T
FRIF BB PR RE. Lei 25 A\ P 24 i) K SRS bR Sk @A) V04725 B (lexical cohesive device), 37 2%t 72
Yo} T M T YA e B AT A

o BRI TT AT E . SO R R BSOS P AT 1B R SCRE, AU SO AT R AT DA R H A1) 7 2%
SPATTERE, T B AT 9 PATE BHEOUR G AT B R 25 2 3K, (R itk & 3 R F A1) 7 0 TPAT B RL AR 6 B & 42 3.
PYHH PR RE. Zhang 25 A\ UV FH BB BOUIlZRik. 755 1 BB, RIAA) 40P AT R 45 A) 744 Transformer 57,
SRIGTESS 2 BYEX, B 8 A) T 4% Transformer A7 (1) 2244, I %k L SCBENBI BRARTE Transformer #M ) AR 2
Hr. Voita 25 N\ CVEFEE I BIR BON 453, (B 5 Zhang 25 A "G AR, 2655 1 BYBL, FIHA) T 20TAT BRI
Y54 T2 Transformer 578, SRS 7255 2 B B, WGk b SCBARNASERL (0 A5 2835 40 BT A B 230 Lupo ZE NNt T
LRT 5 22 G R s 114 L TR SCOBRAIAS BY AT R A AR TN S, (H LW A BT R LU, R R4 SRS TR ST
R SR AR R AT b R R AL S A TR R 2 T O BN SCUE RN R, AR gRid R, AN T
BEAE 9T, DA HARA] T B SOR BT SCRIEAT 2 O gmAs, B0 R R TR TN,

o B50) B R SCIEFEMT 8. ParDoc2Sent X Fi AR 5 1 (1 14 BB 4 VR E S B T A R SCRE R, S5 S Er )
ARSI R) R SO B At A B 2w A A RR R, TR A B R MR, T I A SR, d S R A A [ e A B
) TR SC (WTET 2 AIBUE n A)), ARES R R BRI, FEAR IS, R RE T M. Rtk 3h 2 Hh 5 A R AR R
B )2 HT ) B A DG 9 ) R SRR TR T B0 2 ParDoc2Sent 5V R B EAE RN — A E BT, W
Kang %5 N P H (10 5558002 S (10 )7 7 K A AR 2 A5 9% 5 24 i 1) S AR 56 (10 A1) F st — MR UF i 6. Rtk
ZAN, ARSCHRAE F— AN S A BAB L T B i, R Pe i R S U TR AR SIS A) L SCR) T AT RE
i —ANBON AT R .
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4.2 Doc2Sent ALK ENFETE

Wi 4 FizR, S Doc2Sent 5 8YE 1 LA SRS A B, SR B SCRS 4 id 25 0T BEANU 2 K AN R) T 1R SCRS AT
Hald, TEHAD R, A HAR 2R A A TSRS B BRI AR b, DLA) T v B AT fR A, A2 1,
SCRE N ) K ASE)F AT DL RN @D, S AT E AR A E RIS R B A B0 56 T AR P74, K4 Doc2Sent SCA4 2%
AT 3 B F Transformer #8). 72 & 4(b) HOM@ ML R R SO LT 305 BT 4 e g ig i (82461
AIIARID), VR OFM@] LA 0 [ I A7TE.

® @ ... P
hl h'2 hN
h§1) h;l) hfvl)

(0 50 ] R
N L j T 00

®) () ) ¥
hl hZ A h’N

(k) R
Y17 Ye e Y FOS w0 ..
1 2
Pt

.,
PN . EOS
’YO’QK) hgll() \(1 I m

\ N Y -
HAT IR [ SAABTDE ] { L] } g ]

I |

xiﬂ xél) xz(vl) BOS yl(k) yz(k) Y;&k) Xfl) x;l) XIE}) x;k) X%k) x)(vk) 508 yl(k) yz(k) y’\(/’k)
xl(k) xék) xlglk) xik) xék) xl(vk)
xil() x;K) XIE]K) Xim x;k’) xl(VK)

(a) AN SRS 1 BT AT HEAT 9 B (b) STREAN 2455 73T 2 B

Bl 4 WAL Doc2Sent FiALR & K

421 MRIAE

Maruf 25 A /15T RNN-based 4] 2Bl AL, SEHL T SCRES A BIRE. At AT 50 S0 70 S5 A I Aoy #5456 F —
AMEAZ M4 (memory network), FI T4l U5 i A H FRvin 5] 7 8] 1) 56 &R FEXT 24 1 A1) EAT GRS AN ARG I, <27 FTUR
Uiy FH B s 127, R0 4 B BT SRR S A A AR AL BT RIS . W BRI, BARESCE A T B Ar i e A2 M 2% Sk Al 3k
H A ) TA] R 2 2R, AHL 12 DR 2847 FH 1 L s o 900 28 T 2P il e ) 7 20 R A B BRIV, T = ST il o i A2 o
FREL.

Maruf 28 A PYEET Transformer 4] 1 B PAE MY ZEABATT 2 B TAE PP Rl b, ik —BAd AR i =
(sparse attention) M )55 A5 1] £ 5 75 THI 3R BXCSCRY R 3, g s LIRS L GRS M T SC R B
FA 0 A) 7 BR) . For SO B R SO FERR S R SCEL (R B AR RS, FIERSERST T B AREREC R T 7 A, B
2 NATEL X (Offline F1 Online), X HI7ET Offline ¥ FH 43 J5 SCR4{5 K&, 17 Online ANA$ FIAL T 241 ) /T B SCA4AS
B RT3 8 TWSLT. News Al Europarl S 25 R W, Z 07 VRS T 24N T BRI R e SEIG ATt A,
A SCAS F R B = AL R 4 RO B0 B A m A A R B R SRR AR, R, BEA Offline A0 Online SE5& %
BRI, 1 RS G S5 Bkl 2 b, B R R AE B AR AL S - AR G R (E AR UL I 2, % SCE A
(R SEREARE W LLA T R E, B 2 A TS 82 A G A

Mace 25 A *2g i SWEM-aver (simple word embedding model-average) )77 12 AN it SCRYHR B — AN SRS
i) £, BV AR 6 1) 1 B A A 1A (9 1] 1) 8P 3. SR 5 D9 B F IR A A SR TR N 3 SCRSFR AR, T “<docl >R R AR 1
AN SCRYEE, AZ AR A [0 BRI SO ) &L BB B SOM R RIE B T A &, i REYIZR S R A A =, B
SO A& ] ) B AN E [F] 35 S AL B, AR SR I 2R 0] 12 Transformer BEAY, S8 5 MR 48 7] (7] & A AR
Uity SCAY BRI () 8, FEAE J5 B2 SR BH 1R AR A o 8] o 1] ] &

Tan %5 N\ PO 2 R 58 A28 B AN Y ity SCRS A RN B SR ECH L 045 8, FOSCR s s P el 7 — AN )
F RGN — A SRR DA% 58, X SRS b BN B) 748 ) RS 2 # AT T, 5, BT 0 iy
Al BRI A) 7 A A B R NS R, TR I S ) 2 ) AR 45 SCR R S A AT TS, SRR K
i, FHEAANE R, 85, AR 8, A CLERICR6L B A S 2 A) 2 ) s RO R E
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2 EEA BRI BB SRS BSOS ST DA T4 2 R ARG %% . Tan 25 A\ "7 % Doc2Sent 578 (1) 567 |, i
R AT E, B bR A AT T SO R A A rh, SR — 38 TED B3 55 h AR B B P e

Chen % N\ BB YT Rl £ 8 25 56 AR 0 SCRY BRI, 15, U SCRSBEAT 2 B 45 MU PEE (rhetorical structure
theory, RST) HI F R R 1T, SR )5, SO o RN REUR T 00 R ) &, BIRS 25 00 R R 45 s B 7 AT 7E
T HA G (EDU) A5 3 08 R 7 A &l 4t 5 459 B B2 7R, 4123 18] 1) &2 -5 3R ) s 35 06 & ) == A 3
B A RS 508 R A [ 5 S, (8 Miculicich 28 A U7 Doc2Sent BEALHEAT SCRY B 1. JE T 95— 18 News (17
PR SRR, BhA TR S T OC RAEE I — D U EH M A8 BLEU {32 Ft.

S8R T 5T i ML B R 00 1 9 RV — S R 5 TAE P, Lyu %5\ B2 it 17 Y 740 0 2% — 50hE )
R, SR T RIAT AR DR TT .S, Dol SORY () B BRG], M — > word-link, % work-link HF B BRG] HY LK)
AL E; R85, TEX ORI AT A ) T 3T A) 7 F g g i, ARIE 2P 1) word-link, 22 H 4 #1745 3 word-link 1
HARR MG S &5, X A0 R A word-link ARl I 4mAg 45 R T2, AR BT M AR LS TE S #efE B R, 2
P A A (5 B AL HE T — 3% LDC Al TED SCRSBHIE. 98—3% TED BISEER 4SS RR M, %7 AU AL 8 2
ERF IR BLEU 15, 38 R85 SRR B & A H IR o 1V 23 SO ) — B

Kang % A\ Pt 20 of— 3% News. TED A1 Subtitles [ SCREI 4SS BRI, A 7 80 B A AR I B —
B BB DU ARTT R S5 I 07 RN i, (R 4R T — Pl sy e — B g o o7
ZE S, MRS SO, Dy IR 2 YR L 1R A3 R R RE, R SCRS P B TR g SRS, 43 SRR
F MR RAAE NSO FF 3 (document-context), 38 iz X 4 /> 3] G A 1 18 i Kt Ak, 45 204818 55 1) R, Oy
Consistency-context; %%, ¥ Document-context I Consistency-context 43 %l F -3 5 5 it 4 A AN H Ay i 6. AR 4%
TN EER Consistency-context, TR B b iy BT MEZE 7347, 240 BB AL H A o 59 1 A .

Xu 25 N APt SRR T — AN P, SRS v B4 1] 5 HL SR P AR S g e e S . ) IR Z TR
K FRZBFGA AL R A A)EAKAE IR R A )R] 2 0] 1) 0% SR AL4E [FRAR ¢ RANLFE 0 R @i H £ 2 GON Mg Xt
SR BEAT B, dnfid 5 B RO 3 A R R 77 25N HT A R e B A BURRD S 100 H R SUA KRR
KRBT 90T DA N B ) N kA 2 UUE LS £ Bl ParDoc2Sent. Doc2Sent Fl Doc2Doc A& A1, JiE 38—y
IWSLT. #1—3 IWSLT. #—{ OpenSubutitles. H—48 WMT19 ({4045 R R, R CTEREE B2 RT3
P£6E BLEU &, RN fEE . Sk ENR EN S IE LSRR, Azt R ERAZREENR
rIvERE.

FUBE L N BT DL SRS g BTN, 7E )T R R - ARG % R PR ME 28 v, AR YR SORY (R s 45 3, et
BEARRERICY 7 R B AR A TN 258 R AT 55, 18I 241552 21 177 W15 21 25 A0 3G 55 1) e = B2 0
TR AR B T TEIBFE EE 77 R, 59t RPRES m 2 TR G . 2T 9 R4 1)
AN SCRAE BB AR TR 45 AR W, A SO Re g S TR TR M AR BLEU (B, BLAEIY SR IE S AR — B AIAR
TR RE.

5rumesh e N B, Tan 28 AP A8 — S EIG A4 4% (graph convolutional network, GCN) 25 H #
AR S T A A R B UL, 45 — AN TR I SRS, AR B SRS S RS M B RIAE S GON I £ 4 i
RYBIEIREERIE R, ARG GCN i H AR o SO I 458915 B 5 BB AR Y Fh 2w B 25 (0 i B Bl &, VR R i 240R
i SCAS i ) P 5 SR N B B o8 v AT B A PR g
422 T Doc2Sent J7iZIiti6

#HXSF ParDoc2Sent £ ¥IHHIE TAE, Doc2Sent B FEAZ . #HELT ParDoc2Sent 71 &, A SN ILAT
BAEMR LR AT,

1) JiES R FRE SRR E A AT, BEPITE AT — N KFA, TR I L R )
ETFXFER, @ RMERME, XSEREHEENCHEENSIANRETLTHNRAEFERE, REHFKE
Doc2Sent /7325 B g BF 78 1 Unaf o SCRS 3R 4T S A AT N RO i R SR - A) BN UE R, EERARAR A
AIRNE. BRIk, A5 VR 22 W F0 38 25 R A A S0 0 7 vt 1) 0 92 2 2 T AN Ukt o 2 AR LA R B 1k, DLk R At i

© TEBREEEEIEDT  htp/ www. jos. org. cn



168 HAFFIR 2025 5% 36 5% 1 &

22 (¥ 75 ) L. AAREA] 0, 3R e 2 OV TR R i A 2 BT VRS 5 SR M R AR AR

2) J7iEM S Doc2Sent 77 % BEF] FH B/ MR i i 705 B, BRI IFANFEAE ParDoc2Sent J7 i RIS EF
SC5 BRI 2 TR ASAE G ), T — e R R BT IR S i) A AV BRI A — B BRI R A
TP 7 55 5 B S IR R A .

25 FTIR, ARG Doc2Sent /513 R ZL W inl g2 2 51 Nd 2 e S B, HHEE & A AR IR
T, AR, W R RCR PR BN S EE R BBRAL TR T 2R AN E R A5 .
4.3 Doc2Doc MHREIFES L

Wil s Frow, $181) Doc2Doc BERY 1 LASCRS Ay BT, SR SCRS RS 38 X AN 2 K AN R) T IR i SO EAT 2
19, FEguiDid FE v, AN B Sl A FoA) PN SCRE B HIEMID I R b, 2 AR, 55 1 AB sl Sea) A
IR, AR B AT AR, FE AR AR B 21, T8 TR MRS 28 LN R )1, JF A TRl G AR IR R R,
2 FEGLWE 5(0) Frw, B B A SCRIE R — KT 51, TE MRS I AN X 23 45 A AR ), R 2208 00 )7 51 4%
IEFF“EOS 45 3. 7E & 5(b) H, SR rR /N A) T SR B, AN TR B 7 AR A

AT

FrANG |
OO N O ) W0 ) ... (0
kAT R | 3 lyl 359y eos
SRS waE | wmE -
N - N J N J
k) (k) ... (k)
P VNGRS R sos 3y yp) BOS Y1 ¥y T Yy
ghaa s 1 a0 1P F1haT FRAGF
BKAGF XiK)xék) x](VK)
(a) SCAY GG AR AL X 2 Mar A A H 42 6]
1 2 K K) ...
D R VS LU L Vo e
| e e s
K K) ... K 1) ... K K) K
L A UL L
F1AGF FKAEF FipeF FKAE T

(b) SCREEm IS ARG A X 73 2 i A 5 H x A
K5 WFh LAY Doc2Doc BEALR & K

Doc2Doc 12 (1] B A i 3 302 38 A A4 S . ARAE H A i ) 42 75 A% 5 U8 i A F AR DL EC (BP B 8IR), 15
Doc2Doc F 1AL 43 S,

o PEREA)FUCEL ) Doc2Doc BEAL: 45 78 7 K A1) BIVRS SCRS X = (x0,..., x®), SRV i L& K M T
B brui OB ¥ = (yO,...,y %), 35 H y® A28 & AN A) T x® R

o NS A]F ULER ) Doc2Doc BEAY: TN BE 65 B fR AR i) B Aot R SRS kAR, 0 IR a SR o A H
Pty A1) T2 [AAETE G R R,
43.1 kA FULACH Doc2Doc 154

Tu &5 N USE N SO A) FHEAT BRI, &2 2% 2 Bl RO BRI 7 S 45 8. O, MO T — N2l Cache, 1%
Cache fFTZ - HX] (c,s) , FoH ¢ KRB BERIOIRE, s R B Anim B 35 JORAE . TR 70, A4
I B 220 R 905 0 % B O R AS 5 DL Cache HH IR, FRIRHL Cache 9 H Amuifi 1% 25 SR A A 358), 36 T4
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520 H A R AR B B SRR T — AN ) TR, AR B AR A A SRR S LT Cache HR, 43 R LR
3t Cache FHEPIRZS.

Zsfeldth, Kuang %5 N "H) #7280 Cache: 5175 Cache A1 Cache. 317 Cache FH K i Bl i A0 780 %
FIRTA) R4y SRR RO S, IR, 1% Cache SEEhZS Y, 78 [ & K /NRIEARE 14 F 23t 2 05 (A0 H b
Ui B, 3 Cache FISRAFHE H Fnoim 25 B (TE M 24 ko 6 LS > B Ao 32 RR) e AH 9% 1Y) B A 59R]. 30
A Cache F 3 Cache ¥ H b H3m, F K45 H bR 538 1 T,

Miculicich % A 7/ F sk (R HARSG RT3 A0FE A AT A 1R S, R4 L IR 4 AN ) 3R L
ISR IR RS S AR (SR (698815 Query, 23l VAN 1 SCH] T4 Key 1 Value, 147 %
3L E /7 (multi-head attention) $#R4F, SKEUA) 7] &5 AR5 LS ETRr g (BRARRD) B 53R Query, BLETF3C
F)F A Key Fl Value, BT 2 Sk = 084, SRICORE B, L9018 T @ YN B F 0= B8l () B brw
T B B B RE RO B, £ T 3% TED A Subtitles. Pi—3 TED # Subtitles £ News HIFI 45 541,
[ s A7 P 8 A b bR SCREERAS B AR MR R S, BT H Ao L N SCEEMNAN T RE AR AE B AR, oKk B Y b
ROCKHERE AR T .

Yamagishi 2 A /3T RNN-based )7 Bl B RL, $2 SRS (0] 15 34T 18 40 B0 98 TEBIIESE & A A) 1
i, R A7 — AN A0 TR B (F0) H Frut 1080345 . ZEE AT — N AT 10 1R SO, R B LT AR, E3L
TERFLE R Rk 2RO B A FAA ) g AD ARt bR SO AT g S B EE bR SCmAD AN 2 A 1 SR AL A
[F—Nmigas. a2 U, 87 SL IR, 7ERH 50 & N A) T 45 A, K FLR Rl (R H brifi 1 gDk A (R A7 A
e, BERIES (k+ 1) M TIRHE .

Zheng 25 N PSUE Gh S STRY AT g AG IS, 76 Transformer 2 &5 H JES 2 6 ) 5~ B HEAT 4 65, 76 5t e 2 10 2
GAAME S, AR TR FR AR Ik ARG R TEMREDES, 58 kM F RIS R T8 k-1 M)+
(ISR S, fEh— 3% TED. Zi—f% TED. News HI Europarl B AT 55 b () S8 45 S 4 B, =) IsH FH V5o 42 )5 (5
SN B bR 7 S5 RS B SRR IR (N R AR, SCE I T4 IR, H bR I s A5 B R SRR R Y e R, [F R
PR UR S SRS BRSO A B TR TR B e

Bao % N PV T 44 B4 A Transformer B84 AN B 85 76 /NS P47 SCRYTE R B VI 25 S0A4 215K B
BB IR IR pH 4 N R P B K, Transformer #5584 i 3 AN R BB IO IE: B 10 A AR 2 L, 1R AR
HFEREE G R, B, /EE R 1 G-Transformer, 78 1% G0 7 ApBbe (042 RVE 77, vE 7 2 AN N\ 806 )7
5], RIEEANSCRY) 2 b, P — AN E R 7 Group-Attention, % 7E & AN 4E R T A0 A). FlAnfExT 26 k A~F)F
HEAT S TS AUARAS I, 9 R A R Oy e B B SR, T AN D3 HAth ) 1 53],

432 ATEREA)F LA Doc2Doc 17

TERN R SCRY B, — Pl o EUUR A7 B8 PR A2 2 BB STRS R R — MK P 1, R F B (9 7 51 38 7 BB 3L T LA s
USRS B0 R, BAR W] LU It 7R A a0 0N 2 B A5 (B0 1%, R A R B S R Z AT, AR RE R AT 5
P ) F 2 Al e s — — UL AL,

Tiedemann 25 A ™I it s 195 AN KA A0 T HEATHERE, AR 20 B 7. %05 5 IR AR AE T, A 75 XHE R 4
N AR T R P AR B, D7V SE P AT ART (407 50 20 7 B B B I L (G ) AR R T 5 WL, PR T I SR IE R 52 IR,
ZTEREAETAES AT (/N T 4 ANMATRSCR) EIEE, HARRE T K3 SO R .

— RV, T PAT ORI RHIECE BR, B A7 5137 5 AL (41 Transformer #8155 #EAT SCRSZ0HRH
B, 7RI GRId AR BB P35 ¥ 2K 5 B0 P AR MR v R 0. D3l G tH B DA b )R, UL MRS 1) B Y, Bl
Junczys-Dowmunt 25 N P7U F 22 Sl 4 78 7 1389 T R HUBE A7 SRS, A48 MCT AT SRS p il B T AT SRS,
MK FURE AT A KT} o L e B — 52 B 1) T PF P AT SOk, DA RT3 E ARG 5 50RO 5, 2) T4
21, B140 Junczys-Dowmunt %5 A B F K SR B8 SCRY, 3E4T 28 BERT MOFERDE 55 BER FIIAT 45, 31 5 S0y
B — B AR,

Sun 25 A PORE Y, 5 RIS (35— 48 TWSLT F1 News 8 BFEE), F) 127 B SCRS 27 B0 1% A 70 52 25 35 %
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(dropout rate) ALK, ¥ EFE W 0.1 WE N 0.3 B, A1) FHFH R MR Be 95 15 2 R RIIRSE T, B A& T
FRIERRTE. N T BERNZ— NP FI B F B SCR B R R, VR A T Bl 78 7 i, s — NSO #%
F)FEII I A k (ke (1,2,4,8,...0) 53, T4 B HAG B AT - SCRY. Biln, — MR EL A 8 ANA)FRISCRY,
BRE] 15 A TATF 0B, Horb 1/2/4/8 A1 30k 50 Al el 8/4/2/1 AN TR, 8 79 7880 5, ARG i hith A2
BEEHLATLE A TT LRI SR 7 50 207 5 B SCRS BB PR R, I ELME R 5 1) 7 4RI 3RAH 4.

Li 25 A\ PO — 25 R, BRI Transformer AR 7E /NS F-A47 SORY BRI, 2 HHBLAT B A5 B R IX — Bl
KRR AR U, DA R R LA B AR A BAE R, TR, T AL EE BT S, R T
M B AR AR ik Bk, FEE PR TSR S0 A BN B Transformer BE8Y, 248 BT BLABEA™ Key A E
i, 2 A HLER AL Query AT Key LRI A B AR .

433 T Doc2Doc J7iEHIi1E

Doc2Doc 17712 4H%% 5 ParDoc2Sent 1 Doc2Sent J7i%, HFIH 7 G ol FHRIES H) B R UE B, SIEE M E
P 5 S AR S (HRI A 2 B a) BSOS BIJeSE 2 Sk LA J LA AL

1) 6 Jjp ™ 2 (1) M 75 ) 7 AT Doc2Sent, Doc2Doc 78 B Frufi il #2, 51N T B brus ) (5 B (30 Ui El
BEFT A, 15 TR0 7 A By gl A AR ™ HE R SR AR R T B (0 UM BN HERA, TR 51 A NS )i )
FRSUE R, Flh 20 JE AR O A 1M S 7]

2) AR 2/ RS 1) R A5 FH AN AR N — M7 41, A ]38 S PR AN BEEAT R 3 N B 9 ) 1 947 O/ MR,
[E B P 1) 1 1 o 2 5 3 MG I H BV RE, MR RIS, HHE T () Y .

{HIEA Sun 26 A PORTER, B P8 B 5 81 0 SCREBI AT DA R LA B35 MO A A0 1) RS I V5o 42
JRE A (i) HArim (s 8, 2) IR RV ZRid 72, v] LRI A8 S F B K~ AT 800, ok 2B o, 3) Bl
T v, T LT = 15 51 25 FI AR AL

25 LR, A3CIAA Doc2Doc J7 1% A LR A BISCRS SR PR B 5%, AR ORIk s R BN R, AR SRR L
A AT ESEE, A0 AT AT RS LR 4 RS R (Lyu 25 PR AT RS R R R i — > S 7T 1),
4.4 EABSTHIBEIEREXTE

K A I ParDoc2Sent. Doc2Sent #1 Doc2Doc Fll AR B 4, A — LERix S R 2 A 1) SCRS 2R PR AH 58 1A,
B, X SCRR BRSO ATIE S, BRE Hbwan B R SO, AT 2R PRI TS = A 1 n-best 1158 AR Ik B 5 1 S0k
PR,

441 SOMZFENER

YR T RIRIPEEE R, Voita 25 N U R 51 515 51 S0 28 . (DocRepair) 8 BIREAT ORI A SCIE .
DocRepair B8 5 & HFRE S, — MG H DocRepair 158 75 2R HUE B GhaB kel (Rt 1R H 7 K0S B A%
TS AR SCRERL. 158, FIH BARE S 2GS A T AR R EE0E B ARE S B OB BN IRIE B SO ARG,
B FVRIE S B BARE 5 A F 2O B B0 RIS 5 ORI N BB S 38, &0 EiRR iRt fE 2 J5, T
DL g H BB S SO BB B RE. 75 EE B 00, 7R & I ZRFI K iR T, SCHr AN 2 DLSCR A SR, T2 K
SRR N A, BEAE 4 AMA)T, SR G DAL AL AT N SR AN IR, 2L F 95— OpenSubtitles 5L
U ok R, ORI SCB B AV BEIR THEI PR 1 B BLEU {8, [FIA I8 K & S 778 s 2 IR A B M e
4.42  TUEIEITER SR GOR %

55 ParDoc2Sent 45 784 i i Y3 SCRY R SCASR, Mino 25 A PR FH AT — A0 1 H b 2 S N SoRS R SChiBh
T IR, DN T IR YNGR AR R R R AR v SRS T S, TR A R B B SOR R ST A 2 e
SRfszm, VR E R G AR % — 58 B R A Fn v AR B IR B B 3308 R 3, i B 2 ik A B k.
B A R ARIRE 3 I, A B 2 S0R BRSO 8 . JE T 9% H TED ! News. J&—{# TED fSEEn 4%
0, R B bR i — &) B B R 9 A BOh A A i A B B 1 RE. RIS, SRR A R B, A R o T — AR B AR
Uity T —F) PRI 5CERAH 2.
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5 ETAMETINGRE N RENZESE

TN ZRAE PRI S HON PR BRI AR AL 10, Tl — AT 55 R B AT TS I 25, 193 — BRI S ¥, AR5
FHIXE SR AT TG, FE B 55 1 B S0 Hd AT S 500, TR H 1 et #e 2 21 B
i RELAR, K — Ll P e Y 8 B BRI R AR 55 . TGS T SRS R RH AT 55, 8 FH R ) AR R SR SR U B 1)
SRR RN, FIRAML U NP AT IR B Z U, B MR E BT TS ). S O TR SR R ) SR
BT IEAI T SRR AL AN AR TR EL, W BERTY . mBARTY?4%, FLARA A 78 8 55 32 BEAE A 72 L ]
AR R R L E I G T, 5 4% GE 0 SORS 0 8 05 925 DX BOR, DRl AR SOR I 26 05 3 B A — A &2
W, R TAEHEAT A 6 P BB L4

TR A

ST MBI A SR

SRR BB B v RIS SR
TR SR A v

Bl 6 T TRIIGRBAL K SO AN L3 B 3 7 IR AE S

5.1 TEHRRDIEEESTINGIREIN S A

4T Transformer-Encoder 4244 i T I ZiAsi B4 i) 240 mT LB 3 F T #1464k Transformer FHE LM 1 4nfid 2% 5
K. Li 2 N U0 ] BERT 22 746 fh SRS 2% B0 A5 70 (1) 20 50 28 0 3, SR EL BT A% BERTV e K e 97
BERIBE 1, R A T ARSI NARAME SR, 7840 F1 F BERTU 38 A A0, FoB KA 7 B R SCR RS ai A BBt
772 N T AR AL e G ROR B R SCRIRN S BT AT HEAT R, 1E IR RSN R NN 1) X4 TR SRR
HHTAJ B (segment embedding); 2) #1754 304 E B2\ (reverse position embedding). #1018 7 fizs, W FhSE AL e
RN T X 45 M AT 572 8 T N ORI 2 250 A, iENEE U B O BARR M ar A1 0 47 B nfid B % & ok
WA, LA AT EC LR SCR) TR AL BN, AR R SCRIA S i R B R 0 50T U AL B R D RN
Bribz 4b, N T EMK LR SO S RT AR Rm, R SCRIE ST A i SE RS, R SCR) 4SS (context
mask) 145 R E 5, HAREE 280 gD 45 R A TR as s\ [FIRA T R BERTUVHE SRR 0, 1E
HIREA T BERT VTN ZRAT 55, SRR HEAT 24T 55 B/ 25 5. 76 rh — 3% b (5250 45 R W IX ML &
BERTf) 5 LA 56 £ 464271 T 3.11 BLEU 4.

J:‘szflﬁﬁg EHis Ecat Eis Ecutc E[SEP] Eit Elxkcs Eﬁsh
R 22 J
ZLERNE J
ki Dyis [ (U Dcyte @[sEp) Wi Dike Dfigh
+ + + + + + + +
fiiﬁﬁﬁiﬁl)\[m ][ps ][Pe ][m ][Ps ][Po ][pl ][Pz]
+

+ + + +
S in

wion (] o) (o) o] ) ] B ()

7 Li 2 AR 0 SOR T 28 g 0
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5.2 IR ETINGEENGE

5538 it 3 A B R SCRE J1 07 O ], ZE MRS RE R A& PN SR o vk i EE AR R M E T BARE S X

RAGERMI SRR — A B BN SRR SCRE T 43 38, 3 6] T ARG 45 Sk AT — A |7 SO i) s 1k

JF, bR bR A T TR AL TS 5 AR AR ). 10 Yu SR, RRAE DU e W] AR A AR TS ERE S

REFNSPAT A%, At A 5 = B I SCREBH B AL 25 5@ YR SO X = (xO, .. x®), SCREBHIR M B bn 2 R B B ARES
SR Y 545 p(YIX) (AR, B

Y= argmaxyp(Y|X) = argmaxyp(—p(xly) xp¥)

pX)

R, Bt — AR B A Z AR SRR, SCR Y R N e B A A7 AR 1, BL B A s — Dl ag i Jy:

)= argmaxy p(X|Y) X p(Y) (6)

K
¥~ argmaxy | | pGey?) % po ) ™

FHor, y0 = [y, yEDY RSO Y BIET (- 1) A). TR, 4 TR SO X, SREATIRIE S B H AR E S A T EHE,
FHIREUEA )T n-best BIEFELE F; U5, DA STRIATA A1) T 1 n-best FHIRLE AT A R B2, BE HARES X
FULE BRI A ORI 3 5. T — 398 LDC Al WMTL9 15556 25 R BH, AL VA RR08 i B 4 S0y
LFMERIPERE.

AU, Sugiyama 25 AR SPAT AU A H BRI SR SCRY S SCRY SRR, JLBAES Yu 2 NI, 1
BV R T AR AR ISR A AR R, IR TR (HFRES) b F ORI R, & B AR5 S il
SRUF I SCRY 8 = Y Al 2 ARGt R H . T 98—k OpenSubtitles [751236 45 R B, ASCHEW 35 $2 T SCRSHN
BEMITERE, FIRT REM8 B4R THE R EILG IR RE.

B LA b J5 k2 4b, 25T Transformer-Decoder 25 #4) B R B TR Z51E 5 AR B 7E SO R BT %% A BB
FHL, AREMEM TYEW ChatGPT (https://openai.com/blog/chatgpt). GPT-4""2%% 52 Bl ZiE S BB AR [F 2,
AR T I ZREE  EER S HOAL. Tl 25 45 78 B2 — MR (prompt) 751, BEUR IR F& 7= /551 N
BB EAR. X— TR BINGAES 5N T DUHAT = B 2ME 5 AT B F— A5 7€ prompt, 24 5% H & %
AR AT 55, A& 8 Pz, XTSRS R BRAT 55, AR BLIG IR SRS A1) T HF 84 4 prompt, YIZRIATENR 5 B AR SCREPE
2, I HERD R R B AR SCRS 7 410347 mask, 285 PR TR SCRY (prompt) LA token-to-token FYJ H [B1 V3 i 77 AL ik
H bt 2 81 e I 2R 5 A28 R L R kP AT R A I 14T SRS 1 OB 8. Wang 25 A U v — 3% TED,
Y —18 Europarl, 3¢ —f% OpenSubtitle %52 MR 1247 T ChatGPT Fl GPT-4 75 SRS R AT 55 H R I fih
I I, 1) ChatGPT I GPT-4 1R H (L SCR BN B 77, ool 24N F) T PRI BRI 7 VA BE B35 1R THRH 3R 1) — 3
PERIE BT 2) 7238 FH 0 B 3hiPd b, 41 BLEU b, #5d 7 2 A SCR R 5 7 (W1 G-Transformer™) Fl—Le7g ),
I RS (1 Google 25); 3) 7E A BNk S IR AT | (1 Voita 25 A HE ) Contrastive Test Set), ChatGPT Al
GPT-4 A QAT () — L8 SCRY P U i, (3L 1l ChatGPT Al GPT-4 %t b F SCHIH I BE, % W] ChatGPT
I GPT-4 AR AR LR SCRIFHRE 75 4) BT N L8R 4b 2 S Il SR 2T 1B )1 2 e 2 3 2 7
ChatGPT 1 GPT-4 [ SCRY 2L PE I E 7). Karpinska % A UV #T T GPT-3.5 RABIALLE 22 /M8 5 00f /N SO (B0 9%
PERE, I ELE T Sent2Sent. Para2Sent Fll Para2Para JUFHEH 3 77 X M RE X A (JLH Para 8B ¥4 Paragraph). JLsE
B g AR 0, 3 R SRS R SCRE S AR TR R TR AR, DU UK AN BOE I R B R i — MK T B (Para2Para) BT
BRI 77 S B A
5.3 7EYmRL R IRRD SRR A TIGREN T %

mBART /& Liu 25 A\ PR H ) — 1 seq2seq TRUIZRBLRL, SR 15580 1R A5 A (7] FA) R ) % - ) 8 75 24 g
T ZRS500T LA R A1 aa 40 R B R (1 43R 240, a0l 9 B, mBART (W HUI 250 F2 2 4 i (7)1
JE BRI MR . B ik, MASK) FISCRIVE NSRS a8 fn N, 1 A0 i) S SORAE RS AR 5N, 25 T gmAg a8 1)
5 HEOT RN MR B SCRY AT B B SRR RS R . FE AT SCRS R BRI, F SCRS P AT 1B RHE TN 2545 31 2 40 Edk
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ATTUR BRI AT, SO S OS2 6 45 S7E TED FR 3 B 983 RE7E BLEU ik T 29.6, AHXT HAN SCRS 2% B0 31 1
2T+ 7 5.6 > BLEU 14. Bao % A\ P/ I mBART Z: 014G 4k AT 13 HY A SRS 2% B0 1R A5 0 fr) 2 8, 1 2400 G SR U At
BRI AR T T 2.7 4> BLEU 2MH.

Yl answer Y,

B

B8 BT o K (1 T kil 5 o A 4

Who am | ? </s> Where did | come from </s><En> 1 3 ? </s><Ja>
i & fife R e Sent-MT D A= fife e
Where did _ from ? </s> Who _| _ </s> <En> <En>Who am | ? </s> Where did | come from </s> / Who am | ? </s> <En> <Ja>Fh (X HE? </s>
_BAA. </s>F BB H. </s><Ja> Well then .</s> See you tomorrow</s> <En>

t \. t

t

_BAH. </s> Who _|_</s> <)o <la=BENLe, </s>F P H. </s> HENLw». </s> X B H, </s><Ja> <En> Well then .</s> See you tomorrow</s>

19 mBART Fil i F2 S A8 SORY G A1) F i 1A AL L (i e A )

5 L F TN R AR A 6 b SRS S B R S A ) 2 50, SRS HEAT S0 0 7 SO [7), Zhu 26 A VOV K T 5
B (BERT) 1EN— ARG BT (M gmAD 28 0F, 23 & qai A i gm g AR i F v (45 5. il 9 B, (R # B 2%k
B BRI BT SCAEATHEEE, SRR I% N BERT #EAT 4. 435 BERT Zwhd (1 LT SCAI 2480 AU g id &5 515, 4
HH #0452 o — 4~ BERT-Enc Attention 5t 5 X4 i &) (0 4u i AR AR ml &, (AR A2 Ak 5 2% K B BERT
8 5 AR R, SRS HE R OB 45 L. Guo 8 A\ USR5 35 FER ML, AR AR TE TARTHR R T R RS
TR ZRAE 20t A 7 =K

Donato 25 A "Nt i 7 i ) 7 95 81 B R SRR R A 2 dn i #s O RR L. &l 10 FoR, fEE
7 BERTPVH1 PEGASUS! VW AN Tl Il 25 b 784 [7) i b S0 0 24 i 4 o BEAT A, 4R J 70 B0 R A 280 o 4 ) 22 A
Attention F5HUE K F AN [ (K T 2R A58 B 1) G A 45 SR AT 6, DAL SREDUSE 47 RO R R 45 2R . T Hh— 3% News Al
TED. > News [{SZIa45 R, 1) FIH CA BN RUR SoR B R Sk AT 2w i AE iy 8 2 R THR M A
2) AT G AT VR B B — 52 BRI A e R AR A SR 1R 3 3) 2R BN SCRORBAR TR R OR; 4) H
T E by bR SOR ST ORI, Y R SO E bR R SCE A AL

55 Donato 25 N VAT, Wu 25 N U IRZR T BAAS RN 7 A8 TR ZRAR AR SRt TR SRR w4,
E 11 Fos, MRS R 4 A A0 bR Schp it BUR 3 oy 208 A BERT #4740 69: a) 44 1N SCRIRIT 4 i A BBt
P2, SRJE 18] BERT 25T SR B BYEAT itd; b) B _E R SCRIR S B A0 HEAT 20 TR 4 B9, e Ja Fs g i 45 SR B2k
Sk o) 1§ b) (AL 25 5L, Fix AT — 4 word-to-sentence 4 22 DI FE, 45 B4 T4 1 b R SCA)RD 24 BT ) D
gh 9L JE R AL 8 1 7 30K g T 45 SR 5 T R () 4 L R AR o R, DA UG R IR U (R B R 4 SR 7
TED H> S fI g b (1 S0 25 R I BBt B0 77 30 (a) A2 Sl 1 S A N 4.
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Sl
Lx Add & Norm <------- N
ATE 9= | ]
HY HIA 2 X 4% /= :
T I_ _______________ /'
Lx i Add & Norm <---------- N
TR Add & Norm  <------- | \
| E —r
R 22 0 24 )2 i ZXEE IR X IE
Hp | EETTTTr T !
) Add & Norm <---------~ .
BERT (—’*ﬁ ;
{ RXEBNRE  RERAR | |
T e B
1 J '

H;;;l Sl—l
10 4 TR ZRARALE g f0 2EL A SR 5 s I A0 e el R ) 7 v 1)

Cmm wmmm L

attn g attn,
T I— -l— T -I— ] I— -l‘- -I— -I— i

' ' ' '
LAY - __\___'y Lol o\ ___\___

() Dot () PR (© B
11 R SRR 3 Ay

54 EXFETRIETINSGER S R ENE A ERITR

S G SO R B AR 7 VAN TR, 28T KRB TR G 2L 1 SORS e L3RR 3 7 2 B LA LM A

1) AP35 H T SO R R AR Y 45 ), A L B 0 M H2 5 ) R SU(E R, TR E AL AT LA K BR B MR
TR S E R A5 0. AR SO X2 B T 78 KBS0 B TRI 2595 3 I S 5012 A B m A T2 T
NSRS B PR AU R 45 B BT 20, oK IR B2 2 F TV R85 70 2 B0 e B A 803 thdh A7 38 FH R R 4%

2) BN B T TSR ) AR HEAT DA UK R TE 18 R 1 5 7E S T B B & 7 AR B BOoRE )1 A
R HR A HER, B EGRAE T AN TINS5k A T & I T G A i 2 3 (9 0 PR T B S 4
SRR AN LN A BT

RO KRBT SR RAE HARE 5 & DTS5 BB 3 R I, () A R 5 SRS 280 1% (1 CAE 20R SR IR,
ASCWNFZR T UUF U ER: 1) TG 7R 8 3R LT 28 200, HBHERH T —MEA
I, W GPT-3 MSHEXR T 175012, MHJGL:HIMRA (ChatGPT/GPT-3.5. GPT-4) T g2 EMEH £.
T %o b 388 B SRS B T S 4 OB AT 1E 0.79-1 12), IXFERIR RS EIBOA RS ST £, 2) T KA
ORTIRIIESN it R [ N =1 7 NI w32 B Sy s a7 =] W o SR K F R DN S TR BN i G e B
T ORI BEAE IX T T AR ZR . RIAE ARk, BE T I S B ) SORS G 1% U7 v ) R e BGE AR ORAR B BB
T B P GRS R 1) R AN YR UL
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6 FHEREERE

IR E SR, AR SRS R AN AR RS2 B T SRR 2 0 0T, IRt I T 2 AR IR AL SR, B
ANTRVBUIE 0 B 75 3R, B T 50 AL A B0 R 1 I 10 1] R4, SORY AL 3 12630 THI I 35V 22 4009 D 1) 00 s 5 it .
6.1 FRFE[E)RR
6.1.1  AUECPAT SO BRI B =

A, G20 R SOAS M 1R A 28 14 2 7 ) B R A B ) B b, R IR IR AR M 4 Bl A 3 SRS A 3R
S S, SCBUCRS B . Ik, IR — s M B8 00 SORS B AR B, S8 75 B P47 A0 5 A S R0 P AT SRS B
WREE. “FAT A0 B £ 1T LU T 5 AR B 1) ) 7 R0 R A B R R AT IO £, “PAT SCRS B 45 v LU Tl gt ) 1
R BHVE R SR AT SO DL B 22 A R F A AR H AT Y 5. (R, P47 SCRS B3 £ 10 AU Ks 2 BB i ) 1 M
BER A AME LI 25,

TENLASE AU, B H AT KR AIFAT A0, (E-PAT SO RS 22 /D43 22 Re ) 2 78 S bR 0 36 R R, G
HAE — SRR R AU, (A0 R E TR B 55), A7 TR IARTE LF I~ PAT SO A2 JE 5 A 10, (BN TThRvE 7R B0 TAE & AR
AEH K. EERPAT SCREER B = (015 50, — B T4 107 22 2 R RS (0 A8 B SORY T ), 380 [ B S BAR M 1E
FRPAT SCRYS; AT DA KRR s ity B 18 SR I SRS 08 5 R B, Ik o SCRS B ST EHE P B &, R
PA R BE P RE. 755 T LA B AT 55w, A KIS () BB R 3 BB O $R TR0 SRR iR b g U121 (B ey
{8 KRR BB SORY, 7EA) F I3 b, S RO RSO 2115 B Bl ) - B AT SR 2 i AR AR 11 i) R
6.1.2  SCRYER PRI bR By =

E TR A TR B 85 A K SR A 52 (R SRS B R VR FR A, AT SRS B R DRI AT BAA) 7 44 SRS 2k BLEU
. {H BLEU fE AR M 35 52 I B SRS G B0 PR 7R SE P RS 2 SR P L e me. SR AR ST 70 38 AT VB X 280 & 1tk 4R
TR SEAR T AH SR P A, (ELIX LI 48 A5 R AT 0 SER 2R, A BEAE A SCR BRI RE I Fa 5. LT,
oGS R, 03 SR R A, TR A BRI PR AR AR U B SCRS (0 B B . TR, — LA
SEHIF 7T LAAR A0 4 (AR AL FE AR 405 1 L BIRE S 2 U270 g B8 SR PP A SCR 03 B M Bl e k. b b, AR ) 28 284 5T
PR TR = B M2 B AN, 1 A0 7E — 28 Lol MR A S I SO, AR AR AR Fa 5, 2 ol AT I — B0hE; e —
L R P BB A SO, /NS, SRIAIC I 2R, BR, ARE S B& MR EEERSE AR, f#lin, BT
H L AR I G 3z v S0 P, o — S (1 B B R R BT B R P B

g5 b, AT SRS M 3 5 VP 75 9A DA T R R VPIFE A5 v 3, I BLEU. METEOR 1 TER %%, Jf i
WL R B R PRI bR, S IEACRRN R ISR, A, i AT DA B R A AT A TR,

6.1.3  SCRYZR BN R AR B 1 Y A

TEVE R B A B — E R E I LR, AR A 40— B A SR T SORY 4 3 SCHE &P R 3 J 1 1) R IR P e
— PO AT T S0, ST SHARTRRIIE . V8. Rt SORYIE B RRE R, A BB MR
T I e o e PO B AN — R, 1845 S R R R R B 1 (R AN — S 4 LE T S A R R, 5, B SR PR S
AT Z [ BT A — 8 1R THCIR R R MR8, PR, 0 SR R AR Rl — AR AL b Jfe i 2 Fb s B2 R 1, Sm bl AR
B, AR B R 5, B BE 08 A5 T ROCR.

62 B #

MELE A W LA, BT SCR G250 PR R T SR 2 DL A) T B A Dy Bel, ZEF 2 b, AR
AMAASEER R IR G R E b R SO B 3R R SOfs SRR DLALRE I A MR R, T A Hh B AR 2 i
A5 W] DU IR SRR T B A S HME B, P T3 98 3 SO T @ M. AR SO TE SR SR B 5 SCRY SRR AN T R TR
N S Ok Rt Y2, TR 35 AR Y (9 R &, WA AT R0 FH DR AR 2R R B T SORY i 2 M B A AR K
I — A FE RS, AN T 2355 KBRS TS SO R S LB T R .

6.2.1 FETZHR T ISCRIGANZ AR
ARFRT LA B ARG SCRI AL 3 B0, B B F LS MR AW 78, KR AM SRR EZ N Y
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S SCRY LA B 1

1) XER g s — BOW S T DUE AR ER I SO, 5T SEPE AN BESCARSEA R, X ) 32 /A, 5
T I E, SERIE— EESE T IAEPR, WM TE S, XSk £ T = S IR, R I 2 A,
T R 2 B 2 0T 1 1 FR T AT D) . DRI, SR PR R BB B IR A IR R Ak, HLE R AN,
FHREIE ATt — 25 0 N e LR BRI B 2 B0 . AE R XHE B OO B AR S TR S, T B SR I
6 2 RS S EIEEN B QRIRRE S, HBARE R 2 BT XSS S S G R R R Y
T, I HEEANKE N A TS # AR 3R

2) SRR R ZRIAA) T YL PRI R R R A2 BB e A T i U, B A 2 BB 5
045 15 % B% (speech translation)!'" 7, B4 5] S 1 E% (image-guided translation)! '™ A5 4 B (1) B 1%
(video-guided translation)!"™", 34 ¢ (R HE 25 B SCAS HME AL FE L 5 AN 4. LATE & B0 IR N0, Rt 2 RIS S BRI 2
Ui 21 o ) B PR, BT A TN R BUE S R S AEE B R, PSR BT U E RS G T E#ES
P 5] EE R A IR,

3) ZIE T MR Tk, MR R RS2 S AL R N EZ B TR R AR R
TR UG A SRR B PR S R, 2218 SO R B PR R W 8 0 R 5 2 A S, SR TR R AT AT
SCRY RS 50 0 SORY R A U,
6.2.2  FETTRUNGRIAR Y (1) SCRS R AR 2R 25 00 18 fe 2

BT B2 SRR SRS ) 45 4 (0 P2 )-8 K RS 55 8 BB (41 ChatGPT. GPT-4!""Z5F{2 % S5 pi i,
mT5"?), TOU M4 42,28 2 B A1 ) 70 B0 FAT 55 b ORIt 2 AR 3 €8, A SCIA 3 T8 KRR 35 A o 8 f) 52
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