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Abstract: In this paper, a high speed multi-language machine translation approach based on pruning on tree
representations of semantic elements is proposed. This is the multi-language machine translation with the following
several characteristics: Chinese segmentation before translation into another languages is not necessary, and the
translation time is O(L) rather than general O(LN), where L is the length of text, N is the number of semantic
elements (i.e. number of language patterns) in SER-base, even if N is hundreds of thousands or millions.
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[14].
12
|- - )
" 7 , .“The People Republic of
China’ 5 , I-
I- . E K 2
, ¢ (¢ " 2 () consists
of ¢ 2)" , (“consists of") (¢ Yoo 2)")
13
O I A (¢ O N ) > "3 c
: fsriMee o I O
(D)) ST g N
, { : : ’ (SS)
(SB), “lsrp(MT. (Zhang) Engineer)” S lse(( W)WM (L
N Zhang”  “Engineer” 4 Jstr(X,Y) X Jsre(X,Y)
Y M. (X) X . 4
“ "N A L D A G A N D
“ § 4 “Mr. Zhang is an Engineer” "¢
Yy isrp a( YIM (| | y",“Zhang” ,“engineer”. 1 2 “1(2(3),4)",

« 1(X PS,XTP)“ ’u 2(X NA)” ’u 3n ,u 4"

Tablel Semantic elementsand their representations

1
Semantic Number and type Representation of SE Representation of SE Representation of SE
element of parameter in Chinese in English in Japanese
1 (#Nps#N1p) 2, Nps, Ntp X1 X, XiisaX; X1 X
2 (#Nna) 1, Nna X Mr. X X
3 0 Zhang
4 0 engineer
Table2 Remembrance approachesto represent SE
2
SE One approaches Remembrance approaches to represent SE
1 (#Nps, #N1p) 1(Xps, X1p) (X1 , X2 ) =Isrp(Xanu, Xotp) = X1 X2 )
2 (#Nna) 2(Xna) X)=MXin) = (X )
3 3 = thang =
4 4 = Engineer =
2
(l l‘]) 1 , -1 “ -1
» SSE. 2
, “ -J ” -J 2 )
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. , . , 1(2(3),4)(
Istp(Mr.(Zhang) .€ngineer)) 1(2(3),4)=>1(2( ), =>1( " )=>
. :1(2(3),4)=>1(2(Zzhang’),Engineer')=>1(Mr. Zhang',Engineer’)=>Mr. Zhang is an
Engineer. X! , X
1" -1 " . “ -
" , T=0O(L) T=O(LN). L N
; N
3
31
s X ( )
4 (S,SX,XS  XSX) (%) ( 3). 3 “The People Republic
of China’ 5 , S " " 7
: S*(X (XY ( )" ¢ ) :
X, () AN )) consists of (Y( »" XSX ,
“(Xn( » o Yn( ) 7 XSXs . () ,
; ; . | , $
Table3 SER consists of four basic types (S,SX,XS, and XSX) and their connections ($)
3 4 (5SX, XS XSX) %)
Types of SER Realization (match begin from | ) Types of SER Realization (match begin from | )
X X
S IS XS X|s
SX [sx XSX X|SX
SXS |SX $IS XSXS X|SX $|S
SXSX [SX $|SX XSXSX X|SX $|SX
SXS..XS [SX $ISX $... $IS XSXSX...S X|SX$[SX $... $|S
SXS..XSX [SX $|SX $... $|SX XSXSX...SX X|SX$|SX $... $|SX
3.2 “more”
4 x .
Table4 An example of SER-Tree starting with real-string “more”
4 “more”
SER
\% more N A
J, more i *
more than SL *
more than N2 $'s *
more than J *
more than N $can describe
more than N $can shake A stick at *
more fire in N $'s bed straw *
more N $than N2 $'s *
more N $than J *
more A $than A2 *
33 2
4 2 $, 5
: - (
5) $ , 6. $

© PEBREBALTU bt/ www. jos. org. cn



1913

34

Table6 Main-Representation

Table5 The SERs which have two or more real-strings

5
more than N2 $'s *
more than N $can describe *
more N $than N2 $'s *
more N $than J *
more A $than A2 *

Table7 Sub-Representation

6 7
more than N2 $1 * No. Sub-Representation
more than N $2 * 1 $'s *
more than N $3 * 2 $can describe 3
more fire in N $4 * 3 $can shake a stick a
more N $5 * 4 $'s bed straw *
more N $6 * 5 $than N2 $1 *
more A $7 * 6 $than J 4
7 $than A2 *
begin
(
: , )
( I ( »;
( , %
( )
( ( s
end
) 8.
Table8 SER getting from Table 4 after resolution
8 4
No. SER
\ more N *
J, more J *
more than SL *
more than N2 $1 *
more than J *
more than N $2 *
more than N $3 *
more fire in N $4  *
more N $5 *
more N $6 *
more A $7 *
1 ‘s *
2 can describe *
3 can shake a stick a o~
4 's bed straw *
5 than N2 $1 *
6 than J *
7 than A2 *
8 4

more (N-V*,J-J,* than (SL* ,N2-$1* ,J* ,N($2*,$*3)),fire-in-N-$4,N($5* ,$6*),A-$7*);
's(*1,bed-straw* 4);
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can (describe* 2,shake-a-stick-at* 3);
than (N2-$1*5,J*6,A2* 7).

4.2

end
end

43

- )

(wW));
(w)

(w));
(w)

(w)

SSE)
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Table9 Process order

9
SE Process order (real-string first, then virtual-string before RS, VS after RS at last)
\% more N * more \% N *
J, more J * more J, J *
SL, more or less more or less SL,*
4.4
He has more books than Tom’s: 10,
11.
Table10 SER index treein English
10
No. SER in Language-| (English) Language-J (Chinese) Type Illustration
1 he Nr
2 N has \PS N N J
3 more N $than N> $'s N N> N; N 3 can be replaced by 3'
3 more N 4 3" includes 4’
4 than N2 $5' 4’ includes 5'
5 ‘s
6 books N
7 Tom Nr
Table11 The process of pruning
11
Sentence Tree of SER Type Process of pruning
1 He He Nr 1: Nr
2 has N [has N J 2V TIN:  # 2.
NV IN
3 more | more (...JN (...|$4")]...) N 3=3, -# N -ON
_l,|4' =
6 books Books N 6:N  more6
4 than than(...IN( ... [$5')...) 4, |5 -#ON -ON
=4
7 Tom Tom (') Nr Tom 7:Nr
5 'S 's 5!
1 N 4 A
0 H . 2
*“he” (1),“books’ (6),“ Tom”(7) “’s'(5) 4 , “Tom”
“Tom’s’(7) ‘more 6'="more books’ ,3=3'="more N $4"” ,2="“N has N”
4.5
12 .
Table12 The example of rules about type-flow processing
12
Left side Right side
S+N measure unit Semantic meaning of quantity SL
SL+N Semantic meaning of thing N
A+N Semantic meaning of thing N
Determinant of degree F+A Semantic meaning of adjective A
4.6 T
L J ,m N
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4.7

L " ” , | ,
m. , " =0O(LIm).
L )
, x<I,l m ,
(O+1+2+.. +l++.. . +)m<O(LIm).
, T=0O(LIm)=0(L), O(LN), L N
N , ) , m 1.717,
I 4.38; , 4.17( 30
).
:He saw a girl with atelescope.
13 8 0 itk
Table 13 There are eight SEs and their SERs in English and Chinese after pruning
13 8
SE 1(N,N,N) 2(N,N) 3(N,N) 4 5 6(N) 7 8
SER in English N; saw N, $8 N; with N, N; sawN, he Telescope aN girl with N3
SERinChinese | N; Ns N2 N2 N; N N2 L(N) N
Typeof SE J N J N N N N for 1
Table 14 The processing of SS-expression solution (In practice, SS-expression solution
and pruning can be unified)
14 ( ,SS )
SE number-SE-SER in English-SER in Chinese-type The processing of SS-expression solution
He 4-he- -N 4N
1-N1@N2 with N3-Ng N3 N»-J )
saw 3 NS NyN,  Ng-d HABMBENTT 5(4,2(6(7).6(5)):
a 6-aN- L(N)N-N 6(7):N
girl 7-girl- -N 7N
with 2-N; with No- N2  Ni-N 2(6(7),6(5)):N
telescope 5-telescope- -N 5N  6(5):N
:1(4,6(7),6(5))  3(4,2(6(7),6(5))).
**He saw agirl with atelescope.”.
“ 4 ( 1(4,6(7),6(9)));
‘ ¢ 3(4,2(6(7),6(9))))-
4.8
5
5.1

99%~99.5%
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( , 5~10 ); ( , 50~100 ).
5.2
53
5000 1
, , 6
, JIt is cold in outside” : 3
“cold: " “cold: :(A)";“a cold: (N)” 3
6
O(L) O(LN), L N
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I want my steak | “Away the mare! "he said to his friend | Away with your nonsense.
well-done. setting sail for Hankou.

1 “ 1” ( Hankou)

2

3 “ 1" Hankou

4 “ 1" Hankou (™

“Away with him!” he
said.

Put the receiver closer to your mouth. |
can't hear you.

She shouted, “Away with it!”

1 “ 1” 1
2 “ " “ ” |
3 1” “ "
41" C ) ) () oy
()
:“ r . . r

| cannot away with his | But will it be better than what we see since | There seems no trace of water

reproaches. 19732 here.
1 1973

?
2 1973
?
3 1973 ?
4 1973
, ?
1973
?

| spoke to manager | Will it be as good as the golden-age of the | Now it’'s what you do on the

himself. fifties? internet.
L 2
2 ?
3 507
4 ?

?

He avows himself (to | The baby, awakened from the sleep, smiled | You should not avoid his

be) an artist. at the sight of its mother. company.
1 : :
2 ()
3 () ; ,
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4 () , () () « )
Would you please pass | Great achievements have been made in | He has come here only for a
the salt? thisfield over the past few years. few days.

1

2 ?

3

4 10) ? C ) ()

? Y .
She didn’t answer for | You're heading for an accident if you drive | The medicine won’t take action
several minutes. after drinking alcohol. for hours.

1 ; :

2 1 il

3 :

4 ()

You're wanted on the | She often avoids him like a leper. He is awaiting your
telephone. convenience in the sitting
room.

1

2

3 . .

4 () () C ) ()
()

He awaked her from | You'll awaken a sleeping dog by doing so. He awakened to theimportance
ignorance. of that matter.

1

2

3 .

4 () () () C ) ()
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