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Abstract ‘The paper presents un approach . which exploits multimodal information (video, audio and text) to
automatically parse news video. In the paper. audio features extraction, as well as mulumadal information inte-
gration scheme, are addressed in detail. Integration of multiple information sources can overcome the weakness
of the approach only exploiting the image analysis techniques, Theat makes our approsch have wider adaptation to
variable existence sitnations of news items. On test data with 184 100 frames. when the system detects bound
aries berween news items. the recall 95. 1% and the accuracy 93. 3% are obtained. The experiment results shaw
the approach is valid and rohusr.

Key words: MPEG-2 video; avtomatic segmentation ¢f news items; audio and visual information analysis; an-

chor shot; ception detection

As more and mare video becomes available. it is significant 1o efficiently manage the eontent of the video. so
as to provide the sapport for uther applications. To characterize its content, video stricture parsing is required for

=3 Some researchers

indexing. Many literatures have addressed the shot boundary detection techniques, such as
have explored scene extraction algorithms. For iostanve, Rels. [1,5] present the similar approaches. In their ap-
proach, key frames are chosen for each shot first. Then the key frames are clustered and each cluster is given a la-
bel. At last. scencs arc identified through analyzing the repetition pattern of the labels on the tempor wl axis.

Due to the state-of-the-art of machine vision and signal analysis, automatic extraction of high level semantic
structure, such as scene. story, is dilficult to implement for general video programs. But since the temporal syn-
tax of a news video is commonly very straights some priori knowledge cen help to ideniify high level semantic
structures accurately. Zhang er al. -* proposed an approach of parsing news videa based on image analysis. The
kernel of their system is the algorithm that locates and identifies anchorperson shots. Due to their assumption that
each news item staris with an anchor shot followed by a sequence of news shots. their system can not identify the
new i-ems that arc only read by anchorpersons without news shots, as well as start without an anchorperson shot.

The limitation can not be overcome by analyzing only visoal signals.
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Recently . more hteratures are seen to apply audio analysis technigues in characterizing video content. Refer-
ence [7] exploited multiple audio featnres and a neural net classifier to differentiate five classes of TV programs,
including advertiscment, baszeiball, football, news, and weuther. Reference [8] proposed a heuristic rule-based
approach for the segmentation and annotation of generic audio data. Audio recordings are segmented and classified
into basic audio types such as silence, speech, music, environmental sound, ete. ™ combined zudio and visual
features 1o detest shot boundaries. Based on audio and visual featnres, Ref. [11] applied the HMM classifier to
video scene segmentatior and classification. In this saper, we present an approach. which integrates visual, audio
and text information to automatically parse news vides. It elfectively overcomes the limitation of the approach in
Ref. [8]. Therefore the automatic scgmentation of news items will be discussed in datail by the paper. The result-
ing system was tested on CCTV news, so we will focus the discussion of the techniques ou them.

The rest of the paper is organized as follows. Sectinn 1 first overviews the whole system, That is followed by
the discussion of shot segmentation and two impartant event derection, 1, €. , anchor shots and caption text. Then
audio analysir is presented in detailed. At the end of the section, the appreach ol news item extraction through in-
formation fusion is described. Tn Section 2, experimeni results and analysis are given. Section 3 concindes the

paper.
1 Parsing of News Video

The parsing system consists of five function modules, as shown in Fig. I. The shot scgmentation module seg-
wents & video stream nto a sequence of shots. The anchor shot detection module identifies the appearance and dis-
appearance event of anchorperson {rames, so as 1o locate the clips composed of anchor shots. The caption text de-
tection module identifies the clips whose {rames are overlapped by captions. In news video. captions are often over-
lapped on original natural video, which fuorms concise annotation of relevant video clips. Aceurare identification of
them not only helps fast browsing of the news content, but also provides an important cue for parsing the news
programs. Audio, as another time-dependent media in & video document, can supplement visual information, and
supply a unique cue for videa content analysis. For instance, visual content is almast unchanged for anchor shotsa,
but it is possible that multiple news items ere being reported hy an anchorperson. The audio analysis module cate-
gorizes audio into the classes. including music. speech and silence. Then silence segments are used to segment
news items as one of the important cues. The kernel of the svstem is the integration module. Based on priori
knowledge and temporal structure models , the module combines (he information from multiple ehanncls to analyre

high-level structures and nutput them.

Audio ——{ "Audio hnalvcli:—:‘_v>|
i P— Intcgration of ‘Results
| Shet segmentation Aaudio wisual /\{of

and text parsing

or shor detection ¢
information news

Lapnon text_detection | )

Fig. 1 The block diagram of our sy%tem

1.1 5Shot segmentation and anchor shot detection

Generally, TV news involves two types of shots, i. e. y anchor shots and news shots. The former only uses
audio 1o present news content while the latter uses the synchronized visual and audio streams 1o do that. There-
fore, if an anchor shot involves multiple news items, vision-based analysis can not provide enough cues for news
jiems segmentation. For a clip made up of mulziple news shots, i° a news item in the clip is transferring to another
one, the boundary hetween the two news items must also be a shot houndary. In this case, shot segmeniation is

significant, since it will provide potential candidates of new itern boundaries. The shot segmentation modules can
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output usefu] information of shot boundaries.

Anchor shot detection is another significant aspect of our system. The detection results are used 10 determing
which channels are expiaited to extract news items. Zhang ef ai. % proposed a scheme to detect anchar shots.
Their method is influenced by the accuracy of shol segmentation, and it works on the uncompressed data strcams .
invelving high complexity computatior. Compared with the scheme, our system exploits a fast anchor shot detee-
tion algorithm based on background choronminance and skin tone models. Tt docs not invalve shot segmentation,
and operates in compression domain, and the computation complexity is very ow. In evaluation experiments on a
big test ser, the accuracy 98. 9% and the recall 1009 have been obtained. Owing to the primary purpose of the pa-
per, the detals of the zlgorithm will be described in another paper. But we can assume accurate detection of ancher
shots has been done and corresponding information has been gained.

1.2 Caption fext detection

Caption present in vidco frames plays an importent role in understanding video content. Some literatires have
addressed the caption detection techniques. In Rel. [12]. Smith and Kanade considered a typical text region is
characterized with clustered sharp sdges. Their algorithm required no priori knowledge, and can be applied to gen-
eral video. Bur since it operated on originzl images, mtensive decode computation resulied in its relatively low de-
tection speed. Yeo and Liu-"M proposed a fsst algorithm in MPEG compression domain. Based on the assumption
that caption appearance and disappearance often occur in the middle of 2 video shol. a similar technique as Rell
{171 was applied to compute inter-frame content difference in caption regions. At the same time, the algorithm
identified and ignored the large conient difference caused by shot transitions, to locate caption appearance and dis -
appearance events.

But vur gbservation of CCTV news shows existence of caption text commonly covers multiple shots. So the
algorithm in Ref. [13] is ne: longer applicable in the cantext. Based on statistics {features of caption texis’ chromi-
nance compenents, we also propese a fast algorithm te astematically detecr captions on MPEG compressed video,
The zlgorithm has been tested on CCTV news, and the sccuracy 96. 6% and the recall 100% are achieved. Details
of the algorithm have been given in Ref. [11] The caption detection module implements the algorithm. arnd can
supply the caption appearance and disappearance information for the kernel module.

1.3 Audio content analysis

International standard MPEG-1, 2-'*" exploit the perception-based high pe-formance encoding schemes 10
egmpress audio signals. For audio, the standards specify threa layers of encoding schemes. Higher the layer is.
more complex the encode /decode computation is, and higher compression ratio is gained. Sinve audio in digital TV
programs is rommaonly enceded with layer I1. we assume the audio involved in the paper is also the case. The audio
elementary stream consists of a sequence ol audio [rames, and each [ratne contains « fixed number of samples, such
as 1152 samples for layer II. For each audie {frame, its shot time average magnitude ean be calculated using the fol-

lowing expressior,
R ]

1N :
M,ﬁ——Nﬁlx(n'\. )

where M, represents the short time average magnitude of the frame m, (1) is the sample values in the frame. N
is the number of samples in cach frame. Since the synthesis of sub-band filtered data in decoding process of MPEG

audio is a iitear computation, the average magnitude can be approximated as the following cxpressien

2 K1
1 W\
1 ; 2
M, 32*!(.':1;:; iy, 23

where 5.(n) is the »" sample of sub-band i, K gives the number of samples in each sub-band. 11 M,,~<A, then the

frame m is considered in rhe short time silence state, where Ais a threshold. For an audio stream with the sample
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rate of 48 KHz/s. each audio [rame lasts about 24ms. Ta ident fy various types of ¢lips, we selert a relatively long
interval and consider its features. Let T represent the length of the interval, and cach audio frame lasts 7. thus the
long interval contains about [T/ audio frames. In the systems T is chosen about 1 second.

When an anchorpersen reports news, pauses with different lengihs exist between words. sentences. as well as
news items, Some music clips or some clips with music background also exist in the TV news program. Accurate
identification of them is very helplul 1o parse TV news. For the purpose, two features are calculated from the rela-
uvely long intervals, i.e. . the pause rate and the silence ratio, Assume AC;(=0,1,...) is 2 long interval, wf;
(j=0.1,.....—1) represents the jih audio frame in it and MCwfi:) s the short time average magnitude of afy;,
we define Tag(i.71 as fnllows.

1, if MafizA
Tag(i,j)={ ’ (3
o, i Mdafi,)<<A

Then the pawse rate and the silence ratio for the long intervel can be ealeulated using the follawing

ExprESSiOnH.
1. if Tagdi,j)—0 and Taglivj—1)=1,521
Clivji= o))
o, else :
L=
. N
PauseRate (I — L2 CU ) (5}
i=t
L .
Silenee Ratin (i =1 —( }_}mg(r’,j)} /L (6>

J=0

Bascd on the two features, the musir ¢clips or the clips with background music in TV news can be identilied. For an
audio clip. if cach AC (i=s.s4+ 1+. .. £ — 1.2) satisfies PauseRate &) — 0, SilenceRatio (i) =0, then the clip is la-
heled as music type  After that. the following algorithm is applied to identify pauses in speech for the remaining
clips. and the pauses are considercd as polential silenee intervals between news items.
Algorithm 1. Selection Candidates of the Silence Intervals between News ltems
IF (PauseRate (i 170)
TF {SilenceRatio(i )/ PauseRate (i) > a)
AC, will be clivsen as o candidate silence elip
ELSE
A 15 ngt a candidate silence clip
ELSE
1F (SitenceRutinCi) >8>
AC will e chosen as a candidate silence clip
EL.SE
AL 1s nat a candidate sileace ¢lip
In the algornhm & @43 are thresholds and 8o, Their values are related with I, # 7. The larger f. # v i, the
less @, become. Since we choose 1s {or the length of the long interval L = £, correspondingly e=2. 27, 2—0. 85
are chiosen experientially. For a long interval, Fig. 2 gives several typical wave images of Tag(i, 7). as well as the
corresponding values of PauseRate () and SilenceRatin(7). After the candidates of the silence intervals are identi-
fied s the silence segment S () can be further det~rmined through Clustﬁring tre intervals. i, e. » SCn) = (5,6,
Hesae, =142, .. and 5,56, which means in the andio elip AC,, JAC,,... AC,AC.,.1ys only AC,, . AU, 4, . are
not the candidates of the silence intervais. We consider the ¢lip SG:(n) 15 where the transition between news items

occurs with the most probability.
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Fig. 2 Typical wave images of  Tag(i, /)
1. 4 Integration of audio, visual and text information

Through the processes described by Subsections 1.1, 1.2, 1. 3, the following important information are ob-
tained, including the temporal locations of start and end frames for shots, anchor shot clips, clips overlapped by
captions, as well as music clips, silence segments etc. in the audio stream.

The whole parsing process involves three steps. First, the whole program is segmented into content units.
The news video generally has some similar temporal structure pattern. Figure 3 gives a typical temporal structure
for CCTV news. The accompanying audio of program head and tail are both music clips. Therefore, they can be
accurately identified through audio analysis. The frames in the abstract clip all have the same spatial structure as in
Fig. 4. The clip can be accurately located by exploiting the similar algorithm as in Ref. [14] to verify the existence
of captions in the region A. Then the rest of the program consists of two types of clips, i.e. anchor shot clips and
new shot clips. They are interlaced and can be determined by identifying the anchor shot clips. The process of de-
tecting anchor shots breaks the whole program into a sequence of clips, i.e. Clip(#),k=0.1,2...., and catego-
rizes them into five classes, including program heads, abstracts, anchor shot clips. new shot clips, as well as pro-

gram tails. Most of the clips are anchor shot clips or new shot clips.

Prégram head Abstract News shot clips Program tail
. e " W TR e B ’L‘
S PR SR Y B ] e B
Anchor shots Anchor shots clips

Fig. 3 ‘The temporal structure of a typical CCTV news

‘ — The play

| window for
Caption |
“Abstract” -
. ‘
b

‘ abstract video
Dynamic blue background
(a) Sketch map (b) An example

Fig. 4 ‘The spatial structure model for the frames in abstract
The last two steps are used to extract news items from the anchor shot clips and the news shot clips. In the
second step, some news items are determined based on caption, anchor shot and shot segmentation information.
We specify introductory anchor shots and following news shots involving the same topic belong to different items.

From the ohservation of CCTV news, we obtained the following priori knowledge, which also holds for other news
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video. Each news item has a corresponding caption iext in news shot clips. I anchor shot clips, different anchor
shots present differernt news items. These result in the rules 1 and 2 far extracting news items.

Rule 1; let the function CapNum(c} represent the number of captions contained by a clip ¢. For a news shot
elip N=(es,c), where csaet are the star and end rame of the clip. if CapNum(N)=I1, then the clip forms a
news e,

Rule 2; let the function CupNam (c) represent the number of captions contained by a clip ¢. For an anchor
shot ¢lip A= (us,at), where asvat are the start aad end frame of the clip, if it consists of a sequence of shot
8i8... 8.0 1,240, and for each shot $i.i=1,24... vn. if CapNum(8,)<.1, then the shot 5, forms a news
item.

Applying the rules 1 and 2 w0 the output of the step 1, some clips are determined as news items. After that,
the rest are clips which contain mure than one caption. So the last step is to locate the news items’ boundaries be-
tween them. Sorne characteristics can he summarized to extract news irlems. For news shot clips, news item transi
tions ueeur on the boundaries between shots, and the boundaries between rews items are also between consecutive
caption events. Furthermore. there are relalively long silence segments that cover the boundaries. Far anchor shot
¢lips+ the information of capsions and audio forms the essential cues. Rased on the above analysis, the rules are
constructed tw deal witle the cave just mentioned. For cach silence segment ¥{n) = <s,,2,7, there is a synchronized
video segment V., . V.) . where ¥V, V., are the tempora’ locztion of the corresponding start [rame and end frame.

Rule 3: Lot {s" e 20 ("' 1™ ") are respectively the appearance and disappearance location of two consecurive

[

captinn cvents i an anchor shot. I rhe silence segment SG{x)"s total silence ratio 3= ESiJmc?Ratz‘o(i) satisfies
i—Sa

78y Lis a threshod, and the corresponding video elip (V.. V,, 7 satisfies ¢5ZV,,.V,, =<', then the frame at the

positien FNTCV,, 4V, 1/2Y is chosen as a boundary of news items.

Rule 4: ler {s"e'2 0 ("¢’ ') are respectively the appesrance and disappesrance location of two consecutive

caption events in a news shot clip. If the silence segment $G: (1) s total silence ratio 7= ;:S:’lencekatio(z') satisfies
ey ais a threshald, and the corresponding video elip (V4. ) satisfics «'<CV.,» V.o 5os'™ " and covers two differ-
ent shors. represented by shot(8) and shar (8413, then shat(£) is considered as the last shot of the foregoing news
items s and shar(le+ 1) as the first one of the following news item.

Usually the contents of TV news are compact. The silence segrnent S50 (2} in the audio channel is very short,
generally less than 3.5 sccands. On the ather hand. to impress the viewer and make them comfortahle visually,
two shot transitions within the 3. 5 seconds do not occurs generally. Therefore we can assume the segment (V,,,

Vi) covers twa shots at most, Our observation of CCTV news has slso verified the characteristics.

2 Experiments and Evaluation

We implement the systeur describied in Section 1, and randomly choase 4-day MPEG CUTV news from video
program detabase as test data 1o validate 1he algorithm. The whole experiment is conducted on the PC with PITI-
450 CT'U and 64M memory. The frame rate of test data is 24f/s with frame size of 720 % 576 pixels. [ he test data
set contains 184 100 frames, and lasts two hours or se in total, Before testing, we manually label all the news
itemns in the 4-day news . as a standard reference to evaluate the performance of the algorithm, When labeling, in-
treductory anchor siors and following news shots involving the same topic are considered as different items.

Compared to accuracy, we pay mors attention to recall, since the latter means less manual effort for a user o
correct the results generated automatically by the system. Therefore. the following parameters values are chosen ,

a=0.27, §=0.88, {=1.6, a= 1. 3!, and the correspording experimental results are tabulated in Teble 1.
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According to the statistics in ‘L'able 1, the accuracy of news items segmentation I” = L—%=l—vﬁ293. 3% and
the recall R= 17%11*%:95. 1% can be calculated. In the experiment, the less £, ¢ are chosen, the higher

recall ean be obtained. But the accuracy becomes less, since the higher recall also brings more false boundaries.

Table 1 The experimental results of news item segmentation

Sequences  Actual shot number  Actual item houndaries (8)  Output of item boundaries (I1) False {E)  Missed (>

NewsA 276 33 32 0 1
New:B 243 24 28 5 ]
NewsC 305 28 26 4 4
NewsI) 274 18 19 2 1
Total 1098 103 105 7 5

The analysis of the cxperiment results found that the missed houndaries are mainly caused by background
sound occurring on the boundaries, which confuse the detection of silence segmenis. False segmentations also re-
sult from existence of scene sound in news shots. For instance, in an interview scene, the spcaker altercation be-
tween a reporter and an interviewee can bring some silence segments in audio channcls. At the same time, if a shot
transition accompanies, lalse claims occur.

The two cases . which can not be processed by Ref, [6], are ubiquitous in CCTV news. The experiment re-
sults rclated to them arc summarized and tabulated in Table 2. The statistics in it shows our algorithm is effective
and it can accurately detect most of the boundaries in the two cases. It should be pointed out, almost all talse

claims in table 1 result from the effort to idemify them.

Table 2 The experimental results of the two complex cases

Actual irem boundaries (3) Boundaries derecied avcuratcly (U3
Sequences

A B A B
NewsA 3 3 3 2
NewsB 2 5 2 4
NewsC 2 3 ¥
NewsD 0 6 0 5
Total 7 17 6 13

Aunotation: A——multiple items in zn anchor shot

B

rnews items with no introductory anchor shots
3 Conclusions

The paper explores integration of audic, visual and texi cues 1o parse the news video. The system can effec-
tivelv identify news items. as well zs other elements, including program tail, abstract, program tail. The frames
overlapped by captions can alse be accurately located, which can form a picture catalogue to support fast browsing
of news content. Our algorithm of new item segmentation overcomes the limitation of the approach in Ref. [61.
That makes our approach have wider adaptation to variable existence situations of news items. The experiment re-
sults show the algorithm is valid and effective. The recall 95. 1% and the accuracy §3. 3% have been achieved in
detecting the boundaries between news items. The experiments also imply multimodal analysis is an effective ap-
proach to parse high-level structures of video. Though the method is designed specifically for parse TV news, its
analysis of audio signal, as well as integration strategy ol audio-visual cues can also be applied to the scene analysis

of other video classes,
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