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Abstract: Structured documents are made up of a few logical components, such as title, sections, subsections and 
paragraphs. The components in each structured document can be represented by an ordered tree model, which can 
also be viewed as a hierarchical concept relationship. To meet the user’s requirements for more precise and 
concentrated search results, the retrieval techniques should allow the user to retrieve document components with 
varying granularity. This paper presents a method to query document database by content and structure. The key 
idea is to construct a more comprehensive similarity function by taking advantage of the inherent hierarchical 
structure in documents. This work combines Information Retrieval techniques, semi-structured data query and 
proximate search for document documents. The proposed method is evaluated on the Encarta encyclopedia 
document set and the experimental results show that it can provide more accurate and focused answers than 
traditional document retrieval methods. 
Key words: document database; information retrieval; passage retrieval; structured document 

摘  要: 文档是有一定逻辑结构的,标题、章节、段落等这些概念是文档的内在逻辑.不同的用户对文档的检

索,有不同的需求,检索系统如何提供有意义的信息,一直是研究的中心任务.结合文档的结构和内容,对结构化
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文件的检索,提出了一种新的计算相似度的方法.这种方法可以提供多粒度的文档内容的检索,包括从单词、短

语到段落或者章节.基于这种方法实现了一个问题回答系统,测试集是微软的百科全书 Encarta,通过与传统方法

实验比较,证明通过这种方法检索的文章片断更合理、更有效. 
关键词: 文档数据库;信息检索;段落检索;结构化文档 
中图法分类号: TP311  文献标识码: A  

Document database received more and more attention because of their multiple applications in the areas such 
as digital library, dictionaries, encyclopedias, etc. With the wide use of XML[1], which is a standard format for 
WWW data exchange and transformation, the whole web can also be viewed as a large document database. 
Traditional document retrieval techniques normally concentrate on the content part and various words matching 
approaches are used to obtain relevant documents according to user queries[2]. How to employ structure information 
to enhance document retrieval is a new challenge for researchers. 

On the other side, traditional information retrieval techniques treat each document as an atomic unit and return 
the whole documents to the user. But, in many cases, only a part of the document is relevant to the user’s 
information need. The user has to scan each (usually very long) document to look for relevant answers. Passage 
retrieval is one of the techniques aiming to retrieve and return more compact and shorter answer to the user. Most 
previous work suggests using roughly fixed length passages, which may decrease retrieval performance due to 
discarding semantic relationships among the components in documents. In recent years, many models have been 
developed to search documents by combining content and structure[2,3]. How to retrieve the volume of structured 
documents more efficiently and return a more compact and precise answer to users gain more and more attentions. 

In this paper, we propose a novel method to retrieve components of structured documents more accurately, 
which can be viewed as a question-answer system. Compared with document retrieval, the main task of a 
question-answer system is to provide a short and direct answer to a user query[4]. Our work focuses on helping users 
to locate the most matching answer from the underlying structured document collection. The experimental results 
show that our method can produce more accurate results and shorter answers than traditional document retrieval 
and, at the same time, provide much more related context information about fuzzy questions so that users can 
understand the answer better. 

This paper is organized as the following: Section 1 is about related work about structure document retrieval. 
Section 2 defines some data structure and techniques for structural document retrieval and ranking. Experiments and 
evaluation of the proposed method is given in Section 3. Then, in Section 4, we will draw some conclusions and 
discuss future work. 

1   Related Work 

In the information retrieval area, there are mainly two kinds of structured document retrieval 
models-non-overlapping list and proximal node. For models based on non-overlapping list, each list is a segment of 
flat texts and lists are not nested. So it is easy to employ AND, OR and NOT operations of the Boolean model for 
retrieval. The results are a set of non-overlapped text segments without contexts. Proximal node models use a 
hierarchical structure to index document text. A typical indexing structure is a strict hierarchy, which is made up of 
nodes such as chapters, sections, paragraphs and pages. Each node is associated with the corresponding text 
segment. Recent years, there are also some related works on sub-string retrieval[3], and they have gained promising 
results compared with document retrieval. But most of those works focus on providing a fixed-length sub-string, 
such as 50~200 words, in order to avoid the normalization problem of the length of sub-string. They consider each 
query term is a start of new passage, so the total document can be many passages rather than the natural paragraphs 
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denoted by the author. As a result, semantics inherent in the natural paragraphs may be lost. 
Another work about structured document retrieval is related to XML document retrieval. XML document also 

is called semi-structured document, which is different from both unstructured flat document and structured data. 
Recently, there are many endeavors to develop more efficient and effective methods for XML document retrieval. 
Some related works include XML document indexing and XML query language such as Lore[5,6] and XML Query[7]. 
But most of these works require artificial query languages for facilitating effective retrieval and few deals with the 
issue about using natural language to search XML documents. 

There are some proposed passage definitions based on document markup, such as sections, paragraphs, group 
of sentences and fix-length sequences of words which can be either disjoint or overlapping[2]. But, direct passage 
retrievals do have one serious drawback: if they are naively implemented, the cost of passage indexing and ranking 
is high since the number of candidate passages in a collection is much larger than the number of candidate 
documents[2]. We will exploit a pre-filter method in this paper to condense the candidates and thus make the query 
processing efficient enough to be accessed on-line. 

2   Retrieve Relevant Components from Structured Documents 

In this section, we describe a novel method to retrieve most suitable components from structured documents. A 
new similarity function is proposed to improve matching precision and provide more compacted answer to users by 
taking advantage of the inherent structure information in documents. Moreover, natural language or keywords are 
used to represent users’ information needs and no artificial query language is required. There are three basic 
assumptions behind our method: 

1. Users are looking for more accurate and focused answers to their questions. 
We observe that most answers for users are about a part of an article rather than the entire document. Because 

of this, the retrieval system can only return a part of the document to answer users’ questions and thus users can 
avoid scanning the entire document to look for the answer. 

2. There are inherent structures embedded in documents, such as chapter, section, sub-section, and paragraphs. 
And each structure has its specific content.  

There are some independent semantic in each paragraph in many documents. Typically, a document can be 
viewed as a concept tree and different concept level is made up of title, section, and paragraph, etc. 

3. If a term with low IDF is frequently appeared in a block of documents, it will also appear in that document’s 
term list. 

This assumption will guarantee that, generally, filtering articles by question terms will not miss those 
promising answers. 

Our proposal method is implemented under the consideration of these three assumptions. The experiments in 
Section 4 also testify these assumptions. 

The architecture of our proposed method is illustrated in Fig.1. Basically it is a two-layer architecture. The first 
layer is similar with traditional document retrieval system. The second layer is a novel paragraph retrieval system. 
When a user query is submitted, the document retrieval system retrieves a set of documents with high relevance. 
This document set is then sent to the paragraph retrieval system. The paragraph retrieval system select most relevant 
document components such as paragraphs, sections or any other logical structure and return them to the user. Below 
we will introduce these two parts respectively. 
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Fig.1  Document retrieval system architecture 

2.1   Document retrieval and ranking 

Traditionally, information retrieval mostly refers to document retrieval. Document retrieval mainly consists of 
building up efficient indexes, processing user queries with high performance and developing ranking algorithms, 
which improve the ‘quality’ of the answer set. Each document is treated as a sequence of words. And each query Q 
can be decomposed into a set of word terms: Q={q1,q2,…}. The assumption for tradition text retrieval is the 
similarity between document and query, and the weight associated with (word, document) quantifies the importance 
of the term for describing the document semantic contents[4]. For a query Q and a document D, their relevance 
measure is defined and computed by TF-IDF as the following: 

 

∑
=

=

+==
m

t
WtWeight

nNtfidftfWt

1
;

/)5.0log(**
 
 

where Wt is weight of query term t; 
tf is the frequency of term t in document D; 
idf is the inverted document frequency; 
N is the document number of collection; 
n is the number of document where term appears. 

Inverted file is usually used as an indexing structure to facilitate document retrieval. The term file is described 
as 〈term, document_ID, frequency〉 and the inverted file is 〈term, idf〉. Term weight Wt for term t in document D can 
be computed by getting frequency tf from term file getting idf from inverted file. 

Based on this formula, all documents compute their relevance to the query terms and rank these values to get 
the top N candidate documents, which is an initial document collection for later paragraph retrieval. 

2.2   Paragraph retrieval and ranking 

In a typical information retrieval setting, a search for some query terms identifies documents containing all 
keyword “close” together, and a document is considered a “better” match if the keywords are near each other in the 
document text. The same idea is applied for paragraphs retrieval, that is, the nearer of query terms in some 
paragraphs, the higher weight of these paragraphs. 
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Taking into account the paragraph length, distance and the weight of query term in paragraphs, we re-definition 
term weights in a paragraph. Except the traditional keyword index for collections, there is another enhanced 
inverted file[8] for paragraphs retrieval. For each document, there is an inverted file to record the word position 
information and occurrence information in every document. The formal description is 〈word, frequency, positio〉n, 
where ‘position’ is a structure (section_ID, para_ID), and section_ID can be nested, so it can be viewed as a 
hierarchy structure. The hierarchy in document allows us to measure the conceptual distance between paragraphs in 
a document. Below we will define such a king of distance. This definition is critical for finding the shortest sub-tree 
for a query. 

Because the distance assignments must be made with a good understanding of the semantics, we define all 
children of the same parent is ordered from left to right and they are numbered is from 1 to n, so the left children is 
earlier than the right. The distance between two children for a same parent is the order of right child minus the order 
of the left child.  

The distance is formally defined as following. ‘x’ and ‘y’ are elements in the same level, for example, A is in 
the level 0; B, C, and E are in the level 1; any words from the text of the node D’s content are in the level 3. 

1. D(x,y) > 0; 
2. D(x,y) = D(y,x);  
3. D(x,x) = 0; 
4. D(x,y) = 0 if x and y are all elements of leaf node; 
5. D(x,x+1)= the number of the children of node x.; 
6. D(x,y)=abs(order(x)−order(y)) if x and y are elements of leaf nodes which are siblings but there are n−1 

sibling between them, order(x) is the order of x in his sibling; 

7. D(x,y) = , if node y is later then node x in the text stream. ∑
=

+
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 Thus, a distance function is defined and can be 
used to computer the distance between any two 
objects, including tree nodes and minimum elements 
decomposed from leaf node content. In Fig.2, 
D(B,E)=5; D(G,F)=1. If node G and node F have the 
highest weight for answering question, then this 
system will return the string sequence of node G and 
node F, rather than return node C. The weigh of query 
term in paragraphs is computed as the following delta 
weight: 
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where m is the number of query terms;  
delta_Weight(t,i,d) is the weight of term t in the 

paragraph i of document d;  
n is the number of the paragraph in the candidate 

result—subpart of the document d, i.e., the distance from the begin paragraph to end paragraph in each candidate 
result, and it is computed by the distance formula defined above; 

N is the paragraph number in the document d; 
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k is the number of paragraph where query term t appears; 
tf is the frequency of term t in the paragraph i; 
r is the number of word in the paragraph i. 

2.3   Query processing 

Based on the definitions of weight and delta weight, the procedure of paragraph retrieval is described as the 
following: 

1. Getting query terms’ information from extended term index of each article. 
2. Combining the paragraph lists generated by each query term and some paragraphs are selected as candidates. 
3. For each document: 

a) ranking candidates by the number of query term appeared in each candidate. 
b) ranking candidates by delta weight. 

4. Choosing the best candidate from each document. 
5. Ranking candidates. 
6. Getting the top 10 results. 
In Step 6, a threshold is set to control the length of the result. Thus we can control the document components 

with varying granularity. The threshold is defined as (weight1−weight2)/weight1. The experimental results in 
Section 4 prove that the lower the threshold is, the more focused the answer is. Our experiments also suggest 0.1 is 
good value for tradeoff between match precision and coverage. 

3   Evaluation 

For evaluating our method, some experiments are conducted on the Encarta encyclopedia (http://encarta.msn.com). 
22 queries collected from kids are used to retrieve more than 40,000 Encarta documents and the top 10 results are 
evaluated.  

The first experiment is to test four ranking methods: article weight, paragraph weight, combined article and 
paragraph weight, and the method that directly comes from the Encarta website. 

The five measure points are: 1—the precision of top 1 answer; 2—the precision of top 2 answers; 3—the 
precision of top 3 answers; 5—the precision of top 5 answers; 10—the precision of top 10 answers. By By By 
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Figure 3 illustrates the performance comparison of these four methods. The average number of relevant 
documents for each query is 62/22=2.8. So, the curve declines sharply when the X axis’s value is larger than 2. If 
answers exist, in the top third results, paragraph retrieval can get one. Meanwhile, paragraph retrieval and 
traditional retrieval can get some text, which contains answer, but title retrieval doesn’t work well for looking for 
answers. According to this figure, we can draw the following conclusions:  

1. Combination of both article and paragraph weights can lead to higher precision for document retrieval. 
2. Usually, using title alone cannot get satisfied results for question answer. 
3. To retrieve relevant documents only by paragraphs can’t always perform well. 
The second experiment is set to test the precision of paragraphs retrieval and the experimental results are 

shown in Fig.4. The average number of relevant results for each query is 54/22=2.5. So, the curve declines sharply 
when the X axis’s value is larger than 2. That is to say, most questions can get answer from the first three answers. 
We can easily find that ranking by combination of weight in article and delta_weight in paragraph can get higher 
precision than ranking only by delta_weight.  
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Fig.4  Comparison of the two paragraph ranking methods 

4   Conclusion and Future Work 

This paper put forward a new method for approximate search by taking advantage of the natural hierarchical 
structure in text documents. This method is implemented in a question answer system. Experiments show that the 
structure information is helpful for question answer system to suggest relevant answers better than traditional 
document retrieval. Paragraphs retrieval, which returns compact or relevant answers, is more reasonable than 
shortest sub-string retrieval and document retrieval.  

The proposed paragraph retrieval method needs further studies. A better result representation with a hypertext 
structure would help much in practice. We also noticed that terms in specific document parts, e.g. title, are more 
important and could lead to good results for some queries. Thus, how to combine paragraph retrieval and title 
retrieval would be an interesting research topic. Another future works include improving efficiency, exploring 
tradeoff between the size of paragraphs and precision, and evaluating performance on some standard data sets, such 
as TREC. 
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第 5 届国际计算机辅助工业设计与概念设计学术会议 
第 1 轮征文通知 

2003 年 10 月 18 日~20 日 杭州 中国 
随着计算机技术的发展,设计手段发生了根本性的变化,设计新理论、新方法、新技术不断涌现.国际计算

机辅助工业设计与概念设计会议迄今已经召开了 4 届,搭建了一个融政府官员、权威学者、企业家、企业界同

仁共同探讨交流、同谋发展的平台,起到了很好的交流和探讨作用.在国内外学者的共同努力下,计算机辅助工

业设计与概念设计的研究不断深入,其研究领域也不断扩大,艺术、设计与科技的融合更加紧密.尤其是近年来,
随着数字化技术的飞速发展,网络化创新设计、协同设计、虚拟设计、智能设计、数字化音乐与舞蹈、数字化

博物馆、虚拟人技术、产品创新与设计管理等领域都取得了累累硕果,“数字化艺术与设计”已经成为国内外

众多专家学者关注的焦点.主题:数字化艺术与设计. 
征文范围: 主要包括但不局限于以下内容: 计算机辅助工业设计、计算机辅助概念设计、计算机辅助设

计(CAD)、计算机辅助创新设计、计算机支持的协同设计、虚拟设计与设计可视化技术、产品设计的进化技

术、数字化人机工程、数字化虚拟人的动作编辑技术在新媒体领域的应用、数字化虚拟人在设计业中的应用、

数字化虚拟人的步态研究、基于内容的视频检索技术及其应用、面向会展业的信息服务模式的研究、系统集

成技术、计算机辅助设计管理技术、民族符号学的研究及其在工业设计中的应用、企业/产品品牌形象设计、
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