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Abstract ; With the information available through World-Wide-Web becoming overwhelming, efficient infor-
mation gathering (IG) tools are necessary. Since the network resources are expensive, so IG is a resource-
bounded task. The main purpose of this paper is to find an efficient gathering method for specific topic. This pa-
per presents methods for predicting page’s content without downloading it, designs different controlling strate-
gies, and defines several kinds of page downloading priority measures. An IG system, TH-Gatherer, was built
to test the methods, and different experiments were carried out. Through experiments, it was found that the
content of candidate pages can be predicted approximately without downloading. When the priority based gather-
ing strategy and hybrid measure are used, the gathering efficiency is four times of that of BFS strategy which is
used by many current 1G tools (including crawlers and off-line browsing tools). The method presented in this pa-
per is suitable for rescurce-bounded, specific topic information gathering.
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With the information available through World-Wide-Web becoming overwhelming, efficient information gath-
ering (IG) tools are necessary. Since network resources are expensive, IG is a resource-bounded task. How to
gather as much as possible valuable information with as little as possible cost (including time, bandwidth, etc. ) is
a key problem.

Most current IG systems can be classified into three categories. (1) Crawlers used by most search engines
(such as Altavista, Excite, etc. ). They do large scale of search, attempt to gather most reachable Web pages, in
order to build content indexest ', (2) Off-line browsing tools, such as webzip!®!, teleport. They can download
whole Web site. These systems often use BFS (Breadth-First-Search) strategy to determine the sequence of down-
loading. They are suitable when we know the location of information clearly. (3) Systems designed for problem
solving. They often use agent technology, which have to carry out complex syntax and content analysis on gath-
ered information to judge whether it satisfies the condition, as described in Ref. [4]. However, these three kinds
of IG method all need to download the information before processing. Since there are often too many pages located

on a site, the nerwork traffic of these methods is large and the gathering time is long, so it’s not suitable for spe-
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cific topic, various sites, resource-bounded gathering need.

1 can get summary informartion of collaborative sites without downloading «ll information.

Harvest system™
However, this requires these sites are cooperative, which 1s impossible in most situations.

(Jur target is to design an efficient information gathering system. which is guitable for specific topic informa-
tiun gathering. The key problem is to judge the duwnlvading priority of differemt pages, and the main difficulty is
how to predict the content of candidate pages without downloading.

This paper defines measures for calculating the candidate pages’ priority and designs controlling strategies for

resource-bounded gathering based on the analysis of manual gathering action. An 1G system called TH-Gatherer is

implemented to test the methods and experiments are carried out.
1 User Action Analysis

Before discussion, let’s analyze the action of manual information gathering.

When we need to gather information of specific topic, we submit a query 1o search engine. Then the seerch
engine will return a sorted URLs list.

Choose a2 URL from the list, and begin gathering from this initial URL.

During the gethering process, if the downloading speed of a page is very low, we may terminate the download-
ing of this page and skip all the pages located in this site when we have other choice.

Large pages often mean long downloading time and large storage space, so we would prefer small pages to
large pages when they can both satisfy our information need.

For autematic information gathering tools, BFS (Brsadth-First-Search) is convenient, but in manual gather-
ing. we would rather use DFS (Depth-First-Search) strategy. The reason is that using DFS we can get a completc
topic quickly.

If a page satisfies our information need z2ad the page coptains hyperlinks pointing to other pages, we will jndge
whether to follow the hyperlinks, and to follow which hyperlink according to the page’s content and the
hyperlink’s description.

If a page conrtains ne hyperiink ., we will go back to the upper level and find a new page to download.

Repeat this process until all URLs are gathered, or the information need has been satisfied, or therc is no re-
source to use,

The desigin of TH-Gatherer is based on this analysis. In TH-Gatherer, we simulate the mannal gathering pro-

cess with initial URL. The simulation of searching through search engine will be considered in other paper.
2 Definition of Measures

2.1 Priority (P)

To gather efficienily. the key point is to determine the priority of candidate pages accurately.

When we want to maximize information value, let P(R)=V (i), where P(&) s the priority of page 2, ¥ (h) s
the value of page A. When we want to maximize the gathering efficiency, let P(h)=V (h)/C(h}, where C(R) is
the cost of page A. Assume [T to be the collection of gathered pages, then V{(F) presents total value of H,CUD)

presents total cost of H.
.
VIH)= 2.V R O Y= 2I00h)
fra] sEH

2.2 Yalue(V)
There are different methods to measure V(h),

(1> Thke similarity with guery (Via)
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Via(£) is defined as the textual similarity between page b and query g. Textual similarity has been well stud-
ied in information retrieval (IR)™. In IR, document A and query g are both viewed as an n-dimensional vector
{w;see . swy . The term w; in this vector represents the significance of the jth word in the dictionary. Vm(#) can

he computed as follaws .

2"‘1‘1.
\/( 2’1?) [ 29?)

(2) The number of hyperlinks pointing to page (Vi)

Vim (R) =

If there are many hyperlinks pointing to page k, then page h seerns important and downloading 4 can satsfy
many pagess so the number of hyperlinks pointing to page /i can be used (o measure the page’s value. The compu-
tation of Vim (£) is very simple. What we need to do is to axtraet all the hyperlinks pointing to page . Let P rep-
resent the collection of pages pointing 1o page #. L{p,k) represent the number of hyperfinks pointing to page 4

from page g then:

N
Vil = 20 L(p I
ren
(3> Weighted Vi (Vo —tini)
In Vines all byperlinks are treated o be of the same importance, however, different pages have different num-
bers of hyperlinks. If there is only ane hyperlink in page &, , while there are many hyperlinks in page h,. then the
hyperlink in page A 1s likely to be more important than that of page Az, since all the hyperlinks will share the im-

portance. We define Vo _ . Cweighted Vi)

Lip.k>
w-lmk(h;—!; 7.0

where, L(p) represents the number of hyperlinks in page p. It iz ohvious that Vi, is the special case of Vo _yu
when L(p) is 1.

(43 Weighted Vi incorporating textual similarity (V,_w- o)

In Viciws we don’t consider the effect of the similarity of page p on further browsing. In fact, if page p, is
more clase to the information need than page p,, then it’s more likely to select a hyperlink from page p, for further

browsing. Therefore, we define V., (weighted Vi, incorporating textual similarity)

L(p A)
o m_|.,.g(/1J—EI e

(5) Hybrid measure (Vi)

Among the four measures we have defined, V. considers the content of page h. However, it’s impossible to
compute the V., of a page which hasn't been downloaded. Instead, we can only obtain V' ;——the estimation of
Vime In contrast, Vi Voo V.owswe all consider the relation hetween page A and gathered pages. These three
measures can be calculated based on gathered pages. but they aren’t enough when the page collection is small. To
consider the two factors simultaneously, we define a hybrid measure Vgt

Vigraa () =V o (R + (1 — @)V oy i (R, Ol 1
where Vi, i {h) can be one of V. Vadioks Viw-ink. In this paper, e takes the vaiue of 0, 3.
2,3 Cost(L)

The definition of cost is much simpler than that of value. The main factors affecting the cost of page k are the
size of page Size(h) and the downloading speed Speed(h).

We define C(#) as Size(h)/Speed (h),

Te avoid toe large or too small CCRY, C(A) is truncated, so;
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MINC Clh)<MINC
C(h) =< Size(B) /Speed (R  MINC=IC(RYTMAXC
MAXC Cehy>MAXC

3 Gathering Strategy

3.1 Predicting Method

In section 2. 2, we have mentioned that we can’t calculate the V., of a page that hasn't been dewrloaded di-
rectly., However, during information gathering process, we want te use the Vi of a page withour downloading it
first. 1n this situation, predicting method should be developed.

A simple predicting method s Averaging Method, which uses the average of all the V., values of the pages
which have hyperlinks to page 4 as the prediction of V., (k). It this meihod. the predicted similarity value is calcu-
lated as follows

2Vl
V,;.“(h>=”—“’l—P —

This method is similar with that used in Ref. 7. It can also be extended to a 2-crder model, in which:

D Vam () DV (p)
F g EES CeYPER L nefeel
Vin(h)=a [P [ {1 —a) VAR D]

where P' is the collection of all pages which have hyperlink o pages in P,

Since the calculation of 2-order model is very complex. 1-order model is used in most situations. Study in Ref.
[7] has shown that this predicting method is effective.

However, Averaging Method doesn’t take the description of page /i in downloaded pages into account. We
think the title of hyperlink pointing to page & and the paragraph in which the hyperlink is lorgter are of special im-
portance to describe page hi, so we take these two parts into consideration and design & predicting method called
Weighred Averaging Method.

Give a page p.» which contains a hyperlink 7 to A. p. contains &, and ¢.. 4, ls the paragraph which centains the
hyperlink ¢, and ¢ s the ttle of £, The collection of all & is marked as 1) and the co'lection of all the ttles ¢ is

marked as T'. Then the similarity value can be calculated as follows:

DIVimlp) DIV MWl
Vil =& le——ﬂ-ﬁ j—eu—ur‘%(l* ﬂ*ﬁ)ﬂi-i—?T‘f- O=lar, B 1

In experiments described w1 section 5. a taxes the value of 0.5 while # rakes the value of 0. 3.
3.2 Controlling Strategy

Information gathering system starts off with the URL for an initial page .. It retrieves P, extracts any
URLs in it . and adds them to a queue of URLs to be scanned. Then it selects the next URL to be downloaded (ac-
cording to certain controlling strategy and measure), and repeats the process,

In this paper. we mainly consider two controlling strategies. (Jne is BFS (Breadth-First-Sezrch), the other is
PBS (Pricrity-Based-Search).

BFS is used by many crawlers and off-line hrowsing tools, BFS gathers pages according to the sequence of the
pages” URLs being extracted.

I'BS estimates the priority of each URI, in URLs queue using the priority measures defined in section 2, then
sorts the URLs queue according to priority. In PBS, the page with the highest priority value is gathered first,

We use PBS in our information gathering system TH-Gatherer. and implement BFS as a baseline.

© B
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4 TH-Gatherer

4.1 Architecture

TH-Gatherer is a unit of TH-InfoBase, an Information Gather-Filter-Retrieval System developed by Dept. of
Computer Science, Tsinghua University, The architecture of TH-Gatherer is shown in Fig. 1. In Fig. 1, HTML
Downloader is responsible for downloading pages. All the information about dewnlozding (including the speed of
each Web site} is stored in Site f.og, When a Web page is to be downloaded, we send @ HEAD request first to get
the page size, test the downloading speed and send the information to Link Cost Estimator to estimate this page’s
downlvading cost. In order v speed up the visiting and reduce the network traffic, there is a Site-based Cache,
which is responsible for cache downloaded pages. In this paper, we assume (he cache is lurge enough o hold all the

pages that have been downloaded and no replacement is needed.

orld- Wide Web space
Site-based cache /4__ 11«;:::’[- ;

| selector |
re
(HIMY. downloadert—{Head informationh. — T
Raw ML Site Lo SEimator
url quene
HTMI. parser ~IE0E
[ s {2
— — inforiation
— . - _
iCorcpacted HIML Link valuc
HIML index | estimaror
" represents data entity . represents actlon entity,

Fig. 1 Architecture of TH-Gatherer

4.2 Algorithm
After the priority measure is defined, the gathering algoerithm is very simple. The basic gathering algorithm is
shown 1n Fig. 2.

Gathering Algorithm .
Addw— Queue Curl —yueve u:ld; //add the initial URL inte URLs queue
while (not empry Curl_queuel} J/cownload until the URL.s nueue becomes empty
i
neat —ur! —Movelrom. Queusurl _queue); //get the first URL in URLs queuc {or downloading

page =Download (next _url 3 ; //downlead a new Weh page

newurl .list=Parse_Link(page?; //extract all hyperlinks in this page

Addto— Queuc(url gucue,ncwurl list}; //add all new hyperlinks into URLs queue
ttifdef PBS //if BFS. this step is skipped

Sort .Queue(url_gueue); //calculate the priority of URLs in queue, and sort the queue
H endif

}
Fig. 2 Basic gathering algorithm

174 ]

Experimental Results

5.1 Data set
To test the performance of the controlling strategies and priority measures presented in this paper, we need to

construct a test collection of HTML pages. All gathering work is carried out in this collection. Different control-
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ling strategies and measures are compared based on this collection. To construct this collection, we submit query
“agent” to Yahoo, then select five sites from the result list returned by Yahoo and download all HTML pages on
these sites using off-line browsing tool webzip. All these HTML pages form the test collec!iion, which contains 3
547 pages.
5.2 Performance analysis of predicting methods

We use three different methods to calculate the similarity between query and each page in test collection. (1)
Vam is calculated based on actual pages’ content. V. is used as the baseline. (2) V', is predicted by Averaging
Method. (3) V", is predicted by Weighted Averaging Method. We use AV, to represent the difference between

Vimand V'jmy AV"in to represent the difference between V., and V',,.

D VB =V (R))E 3} Vam (B)=V", ()2

AV =] HEH AV, —af 2EH
|H| |H |

Good predicting method should make the A value as small as possible. The test is carried out using 10 queries

and the results are averaged. To study the effect of number of hyperlinks, we consider pages with different num-

bers of hyperlinks pointing to separately.

100 AT —— ES———
_ 80
=
= 60 " — s —&— AVsin’
2 40 e —8— AVsin”
2 o g

o i : . i

0-5 6-10 11-15 16-20 >20
Number of hyperlinks pointing to page

Fig.3 Performance of predicting methods

As shown in Fig. 3, when the number of hyperlinks pointing to pages is large enough, both predicting meth-
ods can predict the value of pages effectively. However, when the hyperlink number is small, the result of method
2 is not as good as that of method 3. The reason is that when there are only small number of hyperlinks pointing to
the page, the result of method 2 is affected by incidental factors in known pages. In fact, when there is only one
hyperlink pointing to page h from page p, the V,,,(h) predicted by method 2 is the same as Vi (p), which is obvi-
ously inaccurate. The result tells us it’s necessary to consider titles and description paragraphs in method 3, and
the experiment result also shows that method 3 performs better than method 2.
5.3 Performance analysis of information value maximization

To evaluate the performance of TH-Gatherer in maximizing information value, we define:

Current Value of Gathered Pages V. en
Total Value of All Pages Vo

When we calculate the benefit ratio, the pages have already been downloaded, so we can use Vi, as the value

Benefit Ratio R,= X100%.

measure. Benefit ratios of different controlling strategies and priority measures are shown in Fig. 4.

As shown in Fig. 4, the R, of BFS is the lowest. This can be expected because BFS doesn’t consider user’s
need. The benefit ratio using Vi measure is not ideal either. This tells that although the Vy. measure which
doesn’t consider the page content is useful for crawlers whose target is to gather any “important” pages, it’s not
suitable for specific topic information gathering. The figure also tells us that methods with more information con-
sidered work more efficiently. The best method is PBS using hybrid measure, which can obtain almost 80% value
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using only 20% cost, while BFS can only obtain about 20% value using 20% cost.

5

g 100 ——BFS

m 80 . — — ]

8 60 e PBS (p—thk)

g 40 v PBS (p=Vw-11ink)
= 20 —3¥— PBS (p=Vs-w-1ink)
"g 0 —®— PBS (p=Vhybrid)
= 20 40 60 80 100

Total cost of gathered pages/Total
cost of all pages(%)

Fig.4 R, vs. total cost of gathered pages/total cost of all pages
5.4 Performance analysis of gathering efficiency maximization

To maximize the gathering efficiency, we need to use the priority measure with cost. We also need to define a
measure to evaluate the performance of gathering efficiency. For a test collection already downloaded, we can cal-
culate the max (ideal) gathering efficiency E;.. However, in actual gathering process, we can only get an actual
gathering efficiency E,. We define relative gathering efficiency,

Actual Gathering Efficiency E,
Ideal Gathering Efficiency E, ~

The relative gathering efficiencies of the different controlling strategies and priority measures are presented in
Fig. 5.

Relative Gathering Efficiency E=

100
80
60
40
20

—&—BFS

PBS (p=V1ink/C)
—3¢—PBS (p=Vw-1ink/C)
—¥— PBS (p=Vs-w-1ink/C)
—@—PBS (p=Vhybrid/C)

Relative gathering
efficiencyE (%)

20 40 60 80 100

Total cost of gathered pages/Total cost
of all pages (%)

Fig.5 Relative gathering efficiency vs. total cost of gathered pages/total cost of all pages
The result shown in Fig. 5 is similar with that shown in Fig. 4. However, since we take gathering cost into

consideration, the PBS method using hybrid measure performs more effectively.

6 Conclusion

The main purpose of this paper is to find an efficient gathering method. Through experiment, we find that the
content of candidate pages can be predicted approximately without being downloaded. When the priority based
gathering strategy and hybrid measure are used, the gathering efficiency is four times of that of BFS strategy which
is used by many current crawlers and off-line browsing tools. The method presented in this paper is suitable for re-
source-bounded, specific topic information gathering.

Future work includes using large-scale test collection to do more thorough test on different controlling strate-

gies and measure definitions presented in this paper.
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