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Abstract: Since SVM is very sensitive to outliers and noises in the training set, a fuzzy support vector machine
algorithm based on affinity among samples is proposed in this paper. The fuzzy membership is defined by not only
the relation between a sample and its cluster center, but also those among samples, which is described by the
affinity among samples. A method defining the affinity among samples is considered using a sphere with minimum
volume while containing the maximum of the samples. Then, the fuzzy membership is defined according to the
position of samples in sphere space. Compared with the fuzzy support vector machine algorithm based on the
relation between a sample and its cluster center, this method effectively distinguishes between the valid samples and
the outliers or noises. Experimental results show that the fuzzy support vector machine based on the affinity among
samples is more robust than the traditional support vector machine, and the fuzzy support vector machines based on
the distance of a sample and its cluster center.
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Fig.1 Difference of the affinity among samples at different two classes
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Fig.3 Theresult for the FSVM based on the affinity
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1

Tablel Thecomparative results for classification error rate among the different SYM methods

1
) The classification error rate ()
ThesliceNo. | Thetraditional | The FSVM based on | The FSVM based onthe | The FSVM based on the
SVM the linear function Sshape function affinity among samples
220° 9.82 9.9 9.78 8.75
32" 13.8 135 11.6 9.8
34" 12.07 9.46 8.68 7.83
1 , ,
.3 , )
34" , 12.07% 7.83%. :
22% , :
4 34 . 5 6
34" . 5 6 : ,

Fig.4 Theoriginal image Fig.5 Theresultsforthetraditional Fig.6 Theresultsfor the FSVM based on
for the 34th slice SVM for the 34th slice the affinity for the 34th dlice
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