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Abstract: In order to specify the behaviors of structure-complex Petri nets, the concept of synchronous composition
is extended and a method is presented, with which a given structure-complex Petri net can be obtained through the
synchronous composition of a set of structure-simple Petri nets, namely S-nets. Firstly, the language characters of
S-nets are analyzed with details and the methods to obtain their language expressions are presented. With the
synchronous intersection operation of Petri net languages, the language relationships between the structure-complex
Petri net and the set of S-nets can be expressed. Based on these works, an algorithm to specify the behaviors of Petri
nets especially structure-complex systems is obtained.
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1 Introduction

As models of modeling and analyzing physical systems, Petri nets have shown their abilities to deal with
concurrency and conflict. Petri net language, the method to specify the behaviors of a net system itself, has attracted
more attention since the late seventies!'™), because it is powerful for describing the dynamical behaviors of the net
system among the analysis methods in net theory. Four different types of Petri net languages, named L-type, G-type,
T-type and P-type, are defined based on the difference of the set of reachable states’™. Hack® analyzes the
computing ability and proves that the computing ability of Petri nets extended with prohibit arcs is equal to Turing
machine. Garg!*! introduces the concept of concurrent regular expression and proves that the computing ability of
this kind of expression is equal to Petri net. Wul®! presents the relationships between Petri net language and the
formal language. A set of necessary and sufficient conditions for determining a Petri net language to be a regular
language, context-free language or a context-sensitive language is given'®. The determining conditions are obtained
by transforming the Pumping Lemma in formal language theory into the structured properties of the standard Petri
net corresponding to a given Petri net. Recently, Jiang and Lu!® analyze the properties of concurrent systems based
on Petri net languages. Two language characterizations for weak liveness (free-deadlock) and liveness of Petri nets
are given'®. In order to analyze the behaviors during the decomposition and composition of Petri nets, Zeng and Wu
introduce the concept of synchronous intersection operation of Petri net languages!”.

Given a Petri net model of a physical system, if its language expression can be obtained easily, it is convenient
to model and analyze the properties of the physical system!'>'*. However, it is not easy to obtain the language
expression of a given Petri net, especially a structure-complex net. Traditionally, in order to overcome this
difficulty, some solutions including decomposition, reduction, composition and net operation are introduced by

[10]

many researchers”'?). Kwang! gives several generalized reduction methods of Petri nets and Suzuki'” presents a

method for stepwise refinement and abstraction of Petri net. Recently, Zeng and Wu give a decomposition method

of structure-complex Petri net based on the index of places!'!)

[12]

, and obtain a method to analyze the behaviors of
structure-complex Petri nets
Another method for property analysis of structure-complex Petri nets is the composition of structure-simple

Petri nets. Jiang!'*'¥

gives the concept of synchronous composition of Petri nets and analyzes the sate and behavior
properties during the process of composition, and some conditions to keep states and behaviors invariant are
obtained!"*'*!. The operation of synchronous composition of Petri nets plays an important role in property analysis
of systems. Jiang!">'¥ has presented many theoretical results about the synchronous composition of Petri nets. Some
conditions to keep the behaviors invariant completely are obtained in Refs.[13,14], and the process characters are
analyzed in Ref.[15] for the synchronous composition of Petri nets. All the obtained results about synchronous
composition of Petri nets are only between two nets. In the real physical system modeling and analysis with Petri
net, it is necessary to obtain a structure-complex Petri net by the synchronous composition of more than two nets. In
the previous work!**'*], how to find the Petri nets to compose a given Petri net from synchronous composition is
not given.

In this paper, the concept of synchronous composition is extended to more than two Petri nets and it is proved
that any structure-complex Petri net can be composed from the synchronous composition of a set of structure-simple

Petri nets such that |'#/<1 and |¢

<1. The language characters of these structure-simple nets are analyzed with details,
by which the method to specify their languages is presented. The relationships of the languages during the
synchronous composition are expressed with the synchronous intersection operation of languages. Finally, an

algorithm to describe the behavior of Petri net, especially a structure-complex net, is obtained, which is a benefit for
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the modeling and analysis of physical systems based on Petri net languages.

This paper is organized as follows. Section 2 presents the basic notations of the Petri net languages. Section 3
analyzes the languages of a set of structure-simple Petri nets in which |'#/<1 and |¢ <1 hold for all transitions.
Section 4 extends the concept of synchronous composition and introduces the concept of synchronous intersection
operation of languages. Then, how to find the S-nets to compose a structure-complex Petri net with synchronous
composition, and the language relationships during the process of composition are given in Section 5. Based on the
relationships, an algorithm to obtain the language expression of a Petri net is represented in this section. Section 6

gives an example and Section 7 concludes the whole paper.

2 Basic Concepts and Notations

It is assumed that readers are familiar with the basic concepts of Petri net!*. Some of the essential
terminology and notations about the Petri net languages used in this paper are presented as follows.

In the theory of Petri net languages, four different types of languages named, L-type, G-type, T-type and
P-type, are defined based on the difference of the set of reachable states™™. Depending on the choice of transition
labeling (free, A-free, arbitrary), each type is divided into three classes. We use free L-type language as an
example in the following discussions and the reachable states set are defined as:

O c RM)A(VM, €Q;,Vpe P-P:M,(p)=0), where M, is the initial marking, P is the place set of a given
Petrinet, and P, c P is an appointed place set.

Now we present the formal definition of the language.

Definition 2.1. Let X=(P,T;F,M,) be a Petri net, P, c P, L(2)is the language of 2 iff L(2)={o|oe
T"AM[oc>M,A(Vpe P—P. ,M,(p)=0)}. Psis namely the end place set of 2.

In the following of this paper, a Petri net is denoted directly as 2 =(P,T;F,M,,P,;) where P, is the end

place set. In practice, the end place set can be decided by the sates of the real systems.

The common language operations include “ e ” (connection) operation, “+” (choice) operation, “*”
(Kleen-closure) operation, “||” (parallel) operation. Now we introduce the concepts of “||” and “«a -closure”
operation. See others in Ref.[10].

Definition 2.21!. The parallel operation (||) on the alphabet Q is formally defined as follows.

(1) forall aeQ, alle=¢|la={a}, where ¢ isthe empty word of Q.

(2) forall a,beQ andall 0,0, eQ’, aeo ||beo,=ae(o,||beo,)Ube(aeo | o,).

Let L(2;) be the language of Petri net X, =(B,T;F,,M;,P;)(i€{l,2}). The operation || to languages L(Z})
and L(Z2,) isdefined as L(2)) || L(2,) ={0o, |0, |0, € L(2)),0, € L(2,)} .

Based on Definition 2.2, L||L={0,||0,|0,,0,€L} , denoted as L[® =L| L, and L™ is defined as
LV =L)"Y (n>2).

Definition 2.3!*. The « -closure of language L isdefinedas [*= U I[P, where LV =L| L' (i22).
i=0,1

Example. L={aebec}, then
L" ={w|Vs € Pref (w),#(a,s) > #(b,s) > #(c,s) A #(a,w) = #(b,w) =#(c,w)} , where Pref(w) is the prefix of w

and #(a,w) isthe number of a occurring inw .

3 Behavior Descriptions of Structure-Simple Petri Nets

In this section, we analyze the languages of a set of structure-simple Petri nets named as S-net!" at first, and
the methods to specify the behaviors of this kind of Petri nets are presented.

Definition 3.1!". N = (P,T;F) is called an S-net if |*/|<1 and |¢"|<1 for any transition teT .

Definition 3.2. Let N=(P,T;F) be a net. A transition teT is called a primitive transition of N if
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| “¢|=0; a transition ¢e T is called a terminal transition of N if | |=0.

2 =(P,T;F,M,,P)is a Petri net, and N is the underlying net of 2 . If a transition €7 is the primitive
(terminal) transition of N , we also say that transition ¢ is the primitive (terminal) transition of 2" .

Definition 3.3/, An S-net is said to be an S-graph, if there are no primitive transitions and no terminal
transitions in this net.

We will pay more attention to S-net than to S-graph in this section, and S-net is regarded as structure-simple
net. Next, we will analyze their language characters in order to obtain their language expressions.

Theorem 3.1!". 2=(P,T;F,M,,P;) is a net system, where N =(P,T;F) is an S-graph. If |P|=m and

q= Z My,(p)(g<m), L(X) isaregular expression produced by a finite automaton with C; states.

peP
t Example 3.1. A Petrinet 2| is shown in Fig.1, where p, is
the end place, and L(Z)) can be produced by the automaton
P4 5 shown in the right of Fig.1. The state marks of the automaton are
ly b 2 ignored. With Theorem 3.1, L(Z)) =1,(1,tt,)" .
i A
;
ts Theorem 3.2. X' =(P,T;F,M,,P;)is a net system, where the
Is

underlying net of X is an S-net with some terminal transitions,
then there exists another S-net 2’ without any terminal
transitions holding L(2) = L(2") .

Proof. Construct another Petri net 2’ with adding a new place p, to 2, and add arcs from all the

Fig.1 A Petrinet2; and the automaton

terminal transitions to p, . It is not difficult to prove that the underlying net of 2" 1is an S-graph,
and L(2)=L(2").
Corollary 3.1. 2=(P,T;F,MO,Pf)is a net system, where the underlying net of X is an S-net without

primitive transitions but with some terminal transitions. If |P|=m and ¢g= ZMO(p) (g<m), L(2) is a regular
peP

expression produced by a finite automaton with C!,, states.

m+1
Theorem 3.2 indicates that an S-net 2 with some terminal transitions can be transformed into another S-net
2" without terminal transitions, and L(2) = L(2") . In the following discussions, it is supposed that all the S-nets
are without terminal transitions.
Theorem 3.3. 2 =(P,T;F,M,P,)is anet system, where the underlying net of X' is an S-net holding

(1) there is one and only one primitive transition in it; and

(2Q)VpeP ,My(p)=0,

L(2) isan «a -closure of a regular expression.

Proof. Construct a finite automaton FSM = (1,0,0,4,,0,) , where

(1) I=T;

(@) Q=Puip;

(3) 6«3, then use the following steps to obtain .

If transition ¢ is not a primitive transition of X and (3p,p, € P)A((p,t)eF A(t,p,)€F), then
6 < 5V{(pt,py)} -

If transition ¢ is a primitive transition of 2~ and (p'e P)A((t,p")e F),then &<« dU{(p,.t,p")};

A q,=p;;

) Q/ :P/' o {ps} .

The language accepted by FSM is denoted as L(FSM) . Now we prove that L(X) = L(FSM)* .

First, we prove that L(2) < L(FSM)*.

For allo € L(2X), because 2 has no initial marks, there must be a primitive transition ¢ fired with finite
times. So, a finite number of tokens of X', supposing the number is # , move into the output places of 7, and then
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forward, and finally reach the set of the end places P, . Let 0,0,,..,0, trace token 1,2,...n . Thus,

n

oc=o0|lo,|..lle, . It is obvious that each o, ( je{l,2,..,n} ) can be accepted by FSM , therefore,
o lloyll...llo, e L(FSM)* . Soo € L(FSM)* .

Then, we prove that L(FSM)* < L(X) .

Vo e L(FSM)*, then o =0, 0,|..llo, and Vo, e L(FSM) (je{l,2,..,n}), o, can be traced by firing
one primitive transition ¢ in X, and the tokens produced by transition ¢ move to the output places and finally
reach the set of the end places P, so o; € L(2). Therefore o =0, 0,|..]lo, traces the behaviors of firing
primitive transition and the tokens produced move into the end place set with n times, soo € L(2).

Based on the above proof, L(X)=L(FSM)*. It is also said that L(Z2) can be described by an expression

like A , where A is a regular expression accepted by the finite automaton FSM .

Example 3.2. The net system shown on the left of Fig.2
holds the conditions of Theorem 3.3, and the end place set
P.={p,} . Based on the proof of Theorem 3.3, construct an

automation FSM shown on the right of Fig.2. It is easy to
prove that L(Z,) = L(FSM)* = (t,t,(t:t,) )" .

Theorem 3.4. 2 =(P,T;F,M,,P;)is a net system, where

ig.2 A, Pgtri net and the gutomato
the underlying net of X is an S-net such that Fig:2 WPt 2 B RASHBOR POV

(1) There is one and only one primitive transition in it; and
(2)3peP,M(p)#0,

L(2)=L7||L,, where L,(j=1,2)is aregular expression.
Proof. Based on X' =(P,T;F,M,,P,), we construct two nets %, and 2, where X =(P,T;F,M,P,)such
that VpeP:My(p)=0 , and 2,=(Pu{p},T,.F,My,,P,u{p} such that F=FU{(p,0)|teTA't=D}; and

M(p), p*p,
VpePuU{p,}, Moz(p)—{ ’ .
0, pP=rp,

It is easy to know that L(2) = L(Z2)) || L(2},) . With Theorem 3.1, L(Z,) is a regular expression. With Theorem
3.3, L(Z))isan o« -closure of a regular expression.

Example 3.3. A Petri net 2, holding the conditions of Theorem 3.4, is shown on the left of Fig.3, where p;
is the end place. With Theorem 3.4, % and 2 are constructed as shown on the right of Fig.3. It is obvious
that L(2,) = L(23) || L(23) . The place p, in 2; with wide edge is added newly, thus % is an S-net. It is easily to

obtain that L(2]) =#,(t4,)". £} has a primitive transition #, but has no initial markings, so L(Z7) = (¢, + () )" .
So, L(Z3)=L(2) || L(2Y) = t,(tst)" || (1 +15(t1))” -

ts ts ts

Fig.3 Petri nets 2“3, 2% and 2’}3

Remarks. Theorems 3.3 and 3.4 discuss the behaviors of the net systems with one and only one primitive
transition. Given an S-net system with more than one primitive transitions, we can transform it into some systems

with one and only one primitive transition and obtain its language expression based on the transformations with the
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following methods.

Let 2 =(P,T;F,M,,P;) beanetsystem, in which 3¢,,,....,¢, €T are primitive transitions and k22,

Case (1). If VpeP , M (p)=0, then L(2)=L(Z)|L(Z)]...[[L(Z,), where 2, =(P,T;F,M,,P;) such
that T,=T-1{t,|je{l,2,...k}nj=i} and F,=FN({(PxT) V(T xP)) (ie{l,2,...,k}).

Case (2).If Ipe P, M (p)=0,then L(2)=L(2))| L(Z,), where

(1) 2, =(P,T;F,M,,,P,)is a net system satisfying Vpe P: M, (p)=0, and

(2) Z,=(PYip},T.F',My,,P, U{p}) such that F'=FU{(p,t)lteTA"t=J} and VpePuU{p,} such that

M,(p), p#* p,
Moz(l’)z{o 0 p=p .

In Case (1), 2 is transformed into 2),2),,...,2, , each of which has one and only one primitive transition and
has no initial markings, so the language expression of X; can be obtained with Theorem 3.3, so L(ZX) can be
expressed. In Case (2), 2 is transformed into 2} holding Case (1), and 2, being an S-graph, so L(Z) can also

be expressed.
Example 3.4. The net system %, with P, ={p,} as the end place set, shown on the left of Fig.4, holds Case

1. 2,,, 2, and 2,; shown on the right of Fig.4 are the systems constructed newly with the method of Case (1). It is
obvious that L(2,)=L(Z,) || L(Z,)| L(Z,;) and L(Z,,)(i=1,2,3) can be obtained based on Theorem 3.3.

Fig4 Petrinet 2, , 2, , %, and 2,

Example 3.5. The net system 25, with P, ={p,} as the end place set, shown on the left of Fig.5 holds Case
(2). 25, and 2, shown on the right of Fig.5, are the systems constructed newly with the method of Case (2). It is
obvious that L(ZX)=L(2)|L(Z,)and L(Z,) can be obtained with the method of Case (1). 2§, is an marked
S-graph, so its language can be obtained with Theorem 3.1.

P2
ZSI
Fig.5 Petrinets 2, 2, and 2,

4 Synchronous Composition of Petri Nets

Definition 4.1 3 =(P,T;F,M,,) (i€ {1,2}) is a Petri net. If a Petri net ¥ =(P,T;F,M,) holds the

http:/ www. jos. org. cn
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follows
(1) P=P,UP,,P\NP,=;
) T=1\VT,, T\NT,=J,
BG)F=FUF,;

M (p),
4 _ 01
( )MO(p) {Moz(l’)a PEPz’

PER

2
then 2 is the synchronous composition net system of 2} and 2,, denotedas X=0,2.
=1

The synchronous composition operation of Petri nets plays an important role in the property analysis of real
physical systems. Jiang!"**'*! has analyzed the state invariant and behavior invariant in the process of synchronous
composition. In Definition 4.1, the operation of synchronous composition is only between two Petri nets. When we
analyze large-scaled net system, it is necessary to compose more than two net systems, we extend the concept of
synchronous composition to the case of k(k >2) nets.

Definition 4.2. X, = (P,T;F,M;,P;) (i=1,..,k) is aPetri net. If a Petri net X' = (P,T;F, M, P;) holds

(HP= UB ,and for all i, such that i# j, then P,NP=;

C*E

)T = ,and for each i there is at least one j such that T;)NT,=J;
i=l1
k
) F=UF;
=]
@I pel , My(p)=Mu(p);
k
)P =P, .
i=1

k
then 2 is the synchronous composition net of 2),2,,...,%2, , denotedas 2 =0,2,.
i=1
It is not difficult to prove that Definition 4.1 is the special case of Definition 4.2. Next, we mainly discuss the
language relationships between 2, (i=1,..,k) and X . The structure properties and other behavior properties can
be analyzed with the same method as Refs.[13,14].
In order to specify the behaviors of structure-complex Petri nets, the synchronous intersection operation of

Petri net languages is introduced!””.

Definition 4.31"). Let X be a finite alphabet and ¥ X . We define the projection 77, ,: X —Y" from

X to Y,foralloe X", Iy ,,0 Iisthe sub-string of o with deletion ofall ae(X-Y) from o.
Definition 4.4U", L(Z;)is the language of Petri net 2, =(B,T;F,M,,P,) (ie€{l,2}). The synchronous

intersection language of L(2,) and L(Z,) is defined as L(Z))[]L(Z,)={o € T |(L0) € L(2),i =12}, where
T=TuUT,.
2
We also denote []L(2,)=L(2)[L(Z,).

Similarly, the synchronous intersection language of L(Z)) ((k=3) and ie{l,2,...,k} can be defined as

L) = (0 LENILE) =1 L),

Theorem 4.11. Let L(Z2,) be the language of 2 =(P,T;F;
L)L) = L(2) N L(2)) .

My,P) (ie{l2y). If T,=T,, then

Based on Theorem 4.1, the synchronous intersection operation of languages is different from the intersection

operation of languages. The intersection operation is a special case of the synchronous intersection operation in
case T, =T, .
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Theorem 4.2. If Z:(P,T;F,MU,Pf)is the synchronous composition net of Petri net, 2, = (P, l,Fl,MO,,Pﬁ)
k
(ief{l,2,...k}), L(X)= -[—]1L(2i) .

Proof. We prove the theorem by induction on |o|.

o, o€l
() If |o=1,then o,=1;_,(0) ={ (ie{l,2,...k}).
i g, oeT,
With oceLlX) iff Mjlo>M, AMeM, , and iff I, ,(M)lo;>Lp,p(M)IATp,p(M)eM, |,
k
o,€eL(2) (ie{l,2,..k}). Based on Definition 4.4, L(Z) =[] L(2)) .
i=1

i

(2) Suppose that when |o |=n the assertion is correct, where X is an integer. Next, we prove that the assertion
is also correct when |o|=n+1.

Let o=0c'et',where |o'|=n and ¢ isthe (n+1)th element of o .

With o e L(X) iff M [c'et'>M,,, /\M,H1 eM, , let MJo'>M[{>M,, , then M, eR(M,) ; and

My =M, Mo’ >M][t'>M, "M, eM}; =L, M, M, e M} (ie{l2,. k}).
: e ’ ! ' O-i’.t” t'ejz
With the supposition, 3o;=I,,,(c") and o;eL(Z;) such that o,=7, ,(c)=1 | Vel and
' ’ Ti» i
o, e L) iff MO[[O'I.'>MI.’/\Ml.'eM"ﬂ ; it My[o,>M ., AM,,,eM, , c,el(Z) and o, =17, (o),
ie{l2,. k}.
k
So, L2)S[1L(Z).

i

5 Behavior Descriptions of Structure-Complex Petri Nets

Definition 5.1. Let X' =(P,T;F,M,,P;) be a Petri net. VM € R(M,), and B c P . The projection of M on
B, denotedas [,,,(M),isdefinedas Vpe R, I, ,(M)(p)=M(p).
Theorem 5.1. Let 2 =(P,T;F,M,,P;) be a Petri net. There exist a set of S-nets 2,2),,....%, (k22) such
k
that =0, .
i=1
Proof. Follow these steps to prove this theorem.
(1) Define a function f:P—{1,2,....k} suchthatVp,p,eP,
(Pinp; D)V (PP, #D) > f(p)* f(py)-
(2) Decompose 2 into X,2),....2; basedon f definedin (1). Each X, =(R,T;F,M,,P;) holding
@D E={peP|f(p)=i};
(22)T,={teT|3pehte’'pup'};
(2.3)F ={(BxT)U(T, x DYy " F ;
A My, =1Tp,p My,
2.5 P, =PNP,.
(3) Let 2, =(B,T;;F;,M,,,P,) (ie€{l,2,..,k}) be the decomposed nets of 2 obtained in (2), then for all
iefl,2,..,k},itis easy to prove that X, isan S-net.
(4) Let 2, = (B, T;F, M, P;) (ie{l,2,...k}) be the decomposed nets of 2 obtained in (2), then
k
(4.1)Forall i,je{l,2,.k},i#j,PnP =0|JP=P.

i
i=1

-
|

I

~

(42)If k>1,thenVie{l,2,...k},3j €{l,2,....,k},i# j suchthat T, T, ;t@,
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k
Based on Definition 4.2, it is easy to prove that 2 =0,2,.
=l

Theorem 5.1 indicates that every Petri net especially a structure-complex net is a synchronous composition net
of a set of S-nets. With the proof process, Algorithm 5.1 gives the method to obtain the S-nets that compose a given

structure-complex Petri net.
Algorithm 5.1.
Input: A Petri net X = (P.T;F,M,,P,)

Output: A set of S-nets that compose X'
Step 1. Define a function f:P — {1,2,...,k} suchthat Vp,p,eP,
(Pinp; )P p D)= f(p)* f(po)-
Step 2. Decompose 2’ into 2,2),...,2, based on /. Every X, =(B,T;F,M,,P;) holds
@D E={peP|f(p)=i};and
22)T,={teT|3peP,te'pUp’};and
(2.3)F = {(BxT)U (T, x B)} N F ; and
Q4 My=1Ip,,M,;and
(25)P,=BNP,.
Step 3. Output 2,,%,,...,2, .
Theorem 5.2. Let X =(P,T;F,M,,P,) be a Petri net. There exist a set of S-nets 2,2,,....~%, (k=2) such
that L(2) =[] L(2)).

i=1

k
Proof. Based on Theorem 5.1, there exist S-net 2,2,,..,2, (k=2) such that 2 =0,2;. With Theorem

i=1

-

42,L(%) =

—

1L(2}).

1

Theorem 5.2 proves that the language of a given Petri net can be expressed by the synchronous intersection
operation of the languages of a set of S-nets, which can be obtained by Algorithm 5.1, and which language can be
obtained with the methods presented in Section 3. So, a method to specify the behaviors of a structure-complex
Petri net has been obtained. Algorithm 5.2 is presented for the behavior description of a structure-complex Petri net.

Algorithm 5.2

Input: a Petri net X' =(P,T,F,M,,P,)

Output: L(2)

Step 1. Obtain the S-nets 2,2,,...,2, with Algorithm 5.1.

Step 2. For i=1 to k do

(1) If 2 has more than one primitive transitions, then using the methods shown in Cases (1) and (2) to

transform 2, into a set of S-nets with one and only one primitive transition add them to the subnets set by

Step 1, else go to (2).

(2) If 2. is amarked S-graph, obtain the expression L(Z;) based on Theorem 3.1. And go to (3), else:

(2.1) If %, is an S-net with some terminal transitions, obtain the expression L(Z;) based on Theorem

3.2. And go to (3), else:

(2.2) If there are no initial markings in X, then obtain the expression L(Z2,) based on Theorem 3.3. And
go to (3), else:
(2.3)If 3peP suchthat M (p)=0, then obtain the expression L(Z;) based on Theorem 3.4.

(3)ici+l;
k

Step 3. L(Z) < [1(L(Z)))

Step 4. Output L(2), and end.
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The termination and correctness of Algorithm 5.2 can be proved by the above analysis.
6 Examples

An unbounded Petri net 2, with complex structures is shown in Fig.6. Now we analyze its behaviors and
present its language expression with the method of this paper. It is supposed that the end place set
is P, ={p,, Py, ps} - With Algorithm 5.1, a function fis defined as:

Sp)=1f(pa)=1, f(p)=/(p;)=2 and f(p,)=/(ps)=S(p,)=3.

It is obvious that f holds the conditions of Step 2 in Algorithm 5.1. Based on f, 2 is decomposed into three

nets % ,2, and 2, asshown in Fig.6.

t t
Ps 5
1 t t A
Ps Pz% P
o t ts
2 61 2 62 2 63

Fig.6 A Petri net 2, ant its three decomposed nets 2, 2, and 2

There are one primitive transition ¢ in 2, one primitive transitiont, and one terminal transitiont,in 2, .
2, 1is an S-graph.

Now, we present the language expressions of the decomposed net systems.

(1) 2, isthe net system shown in Example 3.3. So L(Z,,) = L(ZZ;) =1,(¢s)" || (& + 1, (#8) )" .

t th 2)In 2,, p, istheend place and ¢, is a terminal transition. With Theorem
3.2, %, is first transformed into 2y, shown on the right in Fig.7 with adding a
P2 \PS ’ new place p, to the wide edge. 2;, holds the conditions of Theorem 3.4. With the
same method of obtaining L(Z;), L(Z,)=((tt)"t, +1,(55)) || ¢, (8,)°t, + 1,4 (52))” .

t} t4
Fig.7 Petri net X, (3) 2 is the net system %, shown in Example 3.1, where p, is the end

place. With Example 3.1, L(Z)=L(Z) =t,(t,51,)" -

Based on Theorem 5.2, the expression of X is

L(Z) = LEZ)NLZ)NL(Z ) =1, (t:t)" 1 (& + 15(81) ) I@15) 8, + 1, (65)) || (2, (1185) "8, + 1,1, (82) ) [, (,258,)"
7 Conclusions

To analyze large-scaled complex physical systems based on Petri net, it becomes difficult because the structure

is very complex. In order to overcome these difficulties, Jiangt'*™'*!

presents the concept of synchronous
composition of Petri nets and has conducted some deep research on it. Based on the previous work!'>™"] the
concept of synchronous composition is extended and a method is presented, with which a given Petri net is the
synchronous composition net of several S-nets. An algorithm to find the S-nets to compose a given Petri net by
synchronous composition is obtained. Because the structure of S-nets is simple, the language characters of S-nets
can be analyzed easily and the methods to obtain their language expressions are given. With these results, the
behavior of a given structure-complex can be expressed based on synchronous composition of Petri nets and
synchronous intersection of languages. In the last section, a method to obtain the language expression of a
structure-complex Petri net is obtained, which will benefit for analyzing physical system using Petri net languages.

The main contributions of this paper include: (1) The behavior description methods for structure-simple nets,
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S-nets. (2) A method to obtain the S-nets to compose any given structure-complex net. (3) A method to specify the
behaviors of a given structure-complex Petri net.

Compared with the results of Ref.[12], the algorithm to obtain the language expression of a structure-complex
Petri net is more executive and convenient with the synchronous intersection operation of Petri net languages!’..

The following works are under way: (1) The relations between the language expression containing synchronous
intersection and the traditional formal language expression'”. (2) How to analyze the physical system based on the

language expression obtained with the method presented in this paper.
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