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Abstract; In 1975, Lander showed that there exist some languages in NP-NFPC-P (denoted s NPI) under the
assumption PZNP. But the language constructed there is indeed an unnatural one because the construciion needs
w run &l polynemial time Turing machines. So far, no natural problems have been proved te be in NPI under
P##NP and tinding a natural problem in NP-NPC-P is indeed an immpurtant open problem. In this paper this lung
open problem is partially sclved, A 24 f(m)-HSAT model is defined. Pased on this model, a candidate for
natural problems in ((NP-NPC)Y-P), denoted as NI, under the assumption P3NP is given, and rhe authors
have proven that it is not in NE-Complete under P#£NP. Actually, it indeed is in NP1 under some stronger but
plausible &ssumption. In comparison. similar results for the two other candidates, 1 and Factoring, are rnot
known,
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To understand the onset of exponential complexity that occurs when going from a problem in P(2-5AT) toa
problem that is ND-Complete (3-SAT >, Rel, {15 introduced the 24 »-SAT model, where p is s constant and
02 pe51. It's a farmula with m clauses, of which (1-p)m contains two variables (2-clauses} and prm contains three
variables (3-clauses). This ‘Z-+ p-SAT’ model smuothly interpolares between 2-8AT (£ =0) and 3-SAT (p=1).
1t can be easily showr that 2 - 2-SAT is in NP-Complete ™ for all p, p2>0.

But what about if p is not a constant hut a {unetion of 22, where mi ix the number of clavses in the formula?
1 2+ {log(m))-Hybrid-SAT

Definition 1. Hyhrid-SAT (HSAT).

Hybrid-SAT is a combination of 2-SAT and 3-SAT. Any instance of HSAT, say a formula @. has the farm
=0, Adr. where @, is an instance of 2-SAT with m, (m, 221} 2-clauses and P15 an instance of 3-SAT with m-
(m3z21) 3-clauses bui the variables which appear in @, do not appesr in &, and vice versa.

We denote |@| as the number of clauses in @.

Definition 2. 2+ (log(m) )*-HSAT, 4126,

Let @ - @, A &, 1%s a furmaula with 2 clawses and » vanables, where @; is an instance of 3-SAT which
contains (log () ¥ (k226) S-clauses and »y variables and @y is an instance of 2-3AT with (m—(log(me )" 2-clauses

and r; variables, and the variables which appesr in @; do nor sppear in @4, and vice versa.
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2 A Candidate for Natural Problems in NP-NPC-P under P~NP

In 1875, Lander showed that there exist soma languages in NP-NPC-P {denoted as NI’1} under the assump-
ron P=NP. But the language constructed there is indeed an unnatural vne because the construction needs to run
all pnlyramial time Turing machines. So far. ne natural prohlems have been praved to he in NPHunder P£NP and
the preblem GI (Graph Isomorphism) is regarded as a most likely candidate ™. Now, we give another candidate
for natural problems in NPT under P52NP. We will prove that it is not in NP-Complete under the assumption Ps2
NP. Actually, it indeed is in NPT under some stronger but plausible assumption and thas we can partially solve this
long oper problem.

Theorem 1. 2+ (logm) )*-HSAT is not in NP-C under the assumption PsANFE, 2226,

Proaf.  Clearly this problem s in NP. We prove this theorem by showing that 3-SAT cannot be reduced 1o 2

(og(md V-HSAT by Karp reduction.

Assume that there exists a Karp reduction Tdenoted as F) from 3-SAT to 2— (Iog(m) V¥-HSAT. It means that
for any instance of 3 SAT, o formula @, which contains 2, variables and 2,3 clauscs we can construct the F{d,)
which is an instance of 24 (log(m})*-HSAT in polynomial time of n., and F(@,) is satisfiable if znd only if @, is
satisfiable.

Let ¥{(@ =@, \@;, where |@;]=log(|®;{+ |L,{)). We consider the relation between |@,| and |@:|.
There sre two cases;

Lase 1. |92 |dy | =m,.

Claim 1. m cannet be expressed as a palynomial of log (m )%, k221,

FProaf.  {of Claim 1). Tt can be easily proven since for any &', & >0, there exits an m' . which makes m >
(Clog G )Y when me > . ]

According to Claim |+ in case 1. we can get the fact that (| @, |+ || ) cannot oe expressed as a polynomial of
[P, and since 191 22m0. so H@H | |@, 1) also can not he expressed as a polynomial of m.. Note that 2,55 3me,
and e iy then ([ |+ [@;1) also can not be expressed as a polynomial of »,. 1t's absurd since the Karp reduc-
tion F (@) must be dane in polynomial time of aa.

Case 2. @, | |, .

Since we assume F (@} can be ¢onstructed in polynamial time of sy, then |@;] can certainly be expressed as
Pl )y where () is a polynomial. So, if |[@y] <1, it means that we can decrease the 3-clause number in @,
by adding P(n,) Z-clauses (by imposing F on @ ). Howcever, note that the variables which appear in @; do not ap-
pear i @, and vice versa, then we can impose F on @4, and 50 on, and repeat the above process at most m, times
we can eliminate all 3-clauses in F(@.) to get a formula @ and guarantee that & is savisfiable if and only if F (P}
is satisfiable if and only if @ is satisfiable, where @' contains only 2-clauses and || is at most mP (ny) . or at
nost & (), another polynomiar of #a. [t means thar there exisis a Karp redoetion from 3-SAT 1o 2-SAT
which contradicts our assumprion PN,

S¢s from the arguments above , we can conclude that 2+logim)*-HSAT is not in NP-Complete under the as-
sumption P=£NP. u

3 Can the Candidate Be in P?

In practice, the time complexity of the fastest algorithm for 3-SA7T is 1. 354"%!. where » is the variable
number.

In theory, 3-SAT is in SNP-Complete under SERF reduerions™ (definitions of SNT and SERF can be found in
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Ref. {52). That is if 2-SAT has sub-expenential time algorithm then all problems in SNP have sub-exponential
time algorithm™). It means that we assume the fact that 3-SAT does not have sub-exponential tine algorithm is
plausible. In light of this, Ref. {77 introduced the [ollowing hyputhesis .

Definition 3. Define s to be the infimum of {§: there exists an ((27) algorithm {or solving 3-8AT . Define
ETH (Exponential-Time Hypothesis) for 3-SAT 1o be that: s >0. In other words, 3-SAT does not hzve sub-
expanential nime algorithm.

Note that the ETH for 3-SA[ is stronger than NPo£P but plausible according 10 t2¢ above both practical and
thecretic arguments. And under thus assumption we get that,

Theorem 2. The 24 log(m)*-HSAT is indeed a natural problem in NPT vnder ETH for 3-SAT, 2226,

Proof. For an instance of 24-logim)*-HSAT, &=@, A P,, where ® contzins m clauses and » variables and

@, 1s an ins1ance of 3-SAT which contains s, = (log (G ) ¥ 3-clanses and #y variables and &, is an instance of 2-5A7T,
3 3 ¢4 %

Note thet my<8nls nCanm, cthat is my é oy (,,m-zza%( do | % 4} Then B,cen ot be solved in polynomial
time of either m or » under ETH for 3-SAT. It is the sume for @=b, A .. since the variables which appear in @,
di not appear in €. and vice versa. [t means that 2+logCa ) -HSAT is not in P under ETH for 3-SAT.
Then acrording t Theorem 1, the theorem dees hold. O
The more genera’ case of 2+ log (m)* " HSAT (£32¢6), where the variables which appear in @, mav appear in @,

and vice versa, 1s currently under investigatior.
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