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Abstract Traditionally paint work is always done on a piece of paper, canvas, on a wall or on the surface
of some material. Augmenting it into 3D virtuel reality space is a breakthrough. By the inspiration of Jackson
Pollock’s “action painting”, human body could act as a painthrush to drive the paintings by his/her body mo-
tion. Fusing the concepts of action painting and virtual realiry together not only introduces new aesthetic per-
spectives on paint art, but also raises potential multi-disciplinary researches over the end product. In this pa-
per, a framework is presented for bhuilding an action studio to experiment a new form of paint art that utilizes
human body as paintbrushes to drive the painting process and then visualizes the paint work in a 3D canvas in
real-time. Further, based on its inherent correlation characteristic of human behavier and cognition, the sys-
tem could be extended for a joint research with other potential disciplines such as music and psychotherapy.

Key words Virtual reality, action painting, motion capture, color segmentation.

The advent of computers and technology brings us to a new age. From pencil to pixels, from paper to mon-
itor, the culture in modern life has been shaped by the digital world in the past decades. People now make use of
computers for a wide variety of purposes. Virtual surgery enables doctors to learn and practice before operating
with real patients. Military simulates real wars for tactic research with computers. In these applications com-

puter plays a vital role to assist and advance human work. Artists in different disciplines also find creative ways
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to augment their work in this wired world. It cannot be denied thar the fusion of the uses of computer with art
has become popular™®. In Ref.[1], an automatic, semi-autonomous computer-actor system has been built to
allow & two-character theater play betwseen the computer (“It™) and human (“I"). An imeresting featurs it
holds is that it can allow the audience 1o immerse into the story play as one of the main characters. In Ref. [2]],
Merce Cunningham’s “Biped” honors the reality that computer-captured virtual dancer and human ¢an fuse into
one performing on stage. It makes use of Motion Ansalysis” optical motion capture technology employing ten
cameras and a collection of strategically placed optical sensors. The optical sensors are mounted on the body so
that human motion can be kept tracked. The captured data are then visualized with hend-drawn graphics in two
distinct ways, The first way generates 21} apimations that non-solid 2D hand drawings are made like a chalk
skeieton. During the play ., we would see fluid line drawings moving with fade -out effect. The second way works
in a 3D approach. A simple spline-based 303 danee character is built and tethered to the skeieton using the
Physique technology that enables the spline-based character to be influenced and deformed by the skeletal
moves. The 3D character is made invisible and wrapped with chalky skeletal drawings, “Biped™ is characterized
by its full motion capture and the animation (fade-out) effect. It costs an arm and a leg without full gain, how-
ever. It requires complicated configurations but oeclusions still exist and must be cleaned up manually.
Traditionally, arrists paint on a canvas which is two-dimensional. No one bas ever thought of brush-
strokes having volumes such that a color web can be constructed in a three-dimensional canvas. The concept of
Virtual Action Painting (VAP) presented in this paper is a sreakthrough over rraditiona! painting characterized
by its 3D real-time action painting. The idea is inspired by the philosophy and practice nf “action painting” de-
veloped by Jackson Pollock™ as well as MIT's newly developed installation of an interactive environment™l,
Think of a human body as 2 paintbrush which would be swept through the space coloring the 3D canvas under
the control of the body motion, The result would be a 3D virtual painting - a color web that allows us ro walk-
through, What we see for every frame immersed in the 3D color web could be a different piece of painz work
such that the concept of painting is enriched and revolutionized. Apart from its sesthetic value, the correlation
of human behavior and the brush strokes obtained from this virtual painting would have tremendous significance
in the research of human cognition and psychology of creativity. The contributions of VAP could be extensive,
In this paper, we preseat our work on building an interactive 3D canvas that experiments a new form of
paint art using human body as paintbrushes to drive the painting process and then visualizes the paint work into
a 3D canvas in real-time, The rest of the paper is arganized as follows. Section 1 gives an overview of the inter-
active studio configuration for the VAP system. Section 2 describes the overall system architecture and byanches
in deswaile for the implementations in each module. Finally, Section 3 draws & conclusion and discusses future

work.
1 interactive Studio Configuration

The motivation of our work car be traced 10 MIT’s newly developed installation of an interactive environ-
ment™. 1n its design, an interactive environment which allows robust silhouette extraction is built. Two video
projection screens are strategically positiened oppositely acting as two walls in a performing zone. A collection
of infrared light emitters is put behind the back projested screen directing the infrared light into the zone. With
an infrared-pass {ilier equipped in {ront of a side-view camers, only the wavelength of the infrared light can pass
through and be received by the camera as video signal. A person blocking some of the light wili create an image.
The design solves the inherent problems of traditional color-based methods like chroma-keying and background
subtraction which rely on the color components to perform the extraction. Since this method is based on special-

ized infrared lighting and independent of the environment’s color, the arrangement of the objects in the environ-
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ment can be made more flexible.

Fig.1 Context diagram of the interface setup. The performing zone is configured with two cameras re-
sponsible for capturing the side-view and ceiling view of human motion. A collection of infrared light
emitters is placed behind the large projection screen

For the 3D canvas constructed with the Interactive Media &. Virtual Reality Laboratory at City University
of Hong Kong, we design to put the whole performance from video capture to visualization in the same zone at
the same time. Therefore, we have developed our configuration for side-view capturing process such that audi-
ence can watch the dancer performing while the paintings are being drawn and shown on the large projection
screen. Figure 1 shows the context diagram for the interface setup. The performing zone is configured with two
cameras responsible for video capture of the side-view and ceiling-view of human motion. A collection of in-
frared light emitters is mounted and an infrared-pass filter is equipped in front of the side-view camera. For the
ceiling-view, we apply color segmentation for body extraction. Thus, we could simplify the configuration as
much as possible. In the setup, we extract 3D information of the dancer’s (i.e. the painter) motion for action
painting. Occlusions may occur with the interface setup mentioned above, but accuracy is not the major concern
in our case. We do not need to know in details the body motion like hands and legs because we apply indirect
mapping to interpret the human motion into 3D drawings. Complex capture systems with high accuracy® are

not necessary.
2 VAP Architecture

The architecture of VAP system can be decomposed into several modules: video capture, digitization, syn-
chronization, body extraction, mapping and rendering (Fig. 2). The whole process is done at real-time and the
performance takes place in the same zone. We first setup a user interface (Fig. 1) that accepts human motion as
input. While the painter is performing, two cameras are taking the videos. Grabbed video signals are then
transmitted into the capture card for digitization. The two sets of image sequences representing two perspective
views are separately transmitted through two different input channels. In order to gather full and appropriate in-
formation in each frame, we need to synchronize the image pair for two views in the same frame. The synchro-
nized image pair is then fed into body extraction process. We would extract the body shapes (projected area in x
—y and x —z planes) by applying simple image processing {IP} methods. Number of covered pixels and the
body shape are maintained for both projections for each frame. By utilizing this pixel behavior as the input of the

indirect mapping, we could analyze how it is interpreted as rendering attributes.
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Fig. 2 Architectare of the VAP systern. The architecture shows all the decomposed modules in the
VAP system: video capture, digitization, synchronization, body extraction, mapping and rendering

2.1 Body extraction

Since the approaches in motion capture for side-view and ceiling-view are different, we would employ differ-
ent extraction methods. For the side-view, robust silhouette images are created using the infrared cameras se-
tup. To extract the body, we may use simple thresholding method to find the body shape. Howeve:, as the de-
grees of brightness of the raptured silhouette image are not evenly distributed, we need to apply background
subtraction before thresholding is made. We first take an image of the zone without the presence of the painter.
Subsequent capture images will be compared with the reference image. A pixel is marked as the body when the
difference of the caprured image and the reference image is above some threshold. Some fake pixels may be
found because of the noises and the digitized resolution, but accuracy in our case is not the most doncern. Small
discrepancies are acceptable. For the ceiling-view, we configure with blue-screen floor and use simple color seg-
mentation method to extract the hady shape.
2.2 Mapping

The outpur of the body extraction is raw data. i. e. the pixels of the body. In order to interpret them as
rendering attributes, we have to create a mapping mechanism that defines the source and target attributes as
well as how they match each other. Based on some artistic and physiological implications, we come up with the
specification of mapping (Fig. 3). We categorize the source attributes into rhree groups: path motien, are: mo-
tion and dimcnsional motion. Additionally two attributes are defined. intersection of the painter and color ring
and the spatial relationship with which we divide the bedy (along v) into upper part and lower part. Also, the
1arget virtpa) brush atiributes are categorized into three groups, 3D brush-stroke (cross-section}, brush motion
and ink.

Since the mappings have their own artistic and physiological implications, we would describe them in
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The table shows the source and target attributes of mapping and how they match each other,
Fig. 3 Mapping
general,

3. Path motion (position, direction and rate of change): It is obvious that the path of brush follows the
trajectory of the body movement. This will create a virtual 3D canvas in which the direction and displacement
made by the painter are corresponding to the movement of the brush. Figures 4, 5 and 6 illustrate an example of
how a painter directs the path of the virtual brush in the 3D canvas. Thus the painter could have total control of
where to lay a brush-stroke.

7. Path motion (rate of change, acceleration and deceleration): Because of the limited space of the demon-
stration studio, the farthest displacement of the virtual brush is restricted to fall within studio’s physical dimen-
sions (especially in y dimension, the gravity limits the displacement of the virtual brush). To aveid this situa-
tion, we use multiple attributes to control the acceleration of virtual brush so that it can “fly” farther with full
degree of freedom.

We take this acceleration as one of the attributes to magnify the displacement (in y-axis} of the virtual
brush. Both the acceleration and deceleration signify the energy change of the body. We take it 1o reflect the

density of the brush stroke. When accelerating, & body-brush resembles a fast moving brush. When
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decelerating, the body-brush resembles a slow moving brush.

In addition to magnifying the virtual displacement, the rate of change, acceleration and deceleration are
used to map into saturation component. Intense body movement means a vibrant body expression. This corre-
sponds to a more saturated color since saturation is related to expression and emotion. Increase in intensity or

saturation of color will raise the expressiveness of color, and vice versa.

Fig. 4 [Illustration of the trajectory of a moving body and the path of brush-stroke

Fig. 5 Illustration of the ceiling-view Fig. 6 Illustration of the side-view

3. Area motion (area, i.e. number of pixels): We will sum up the number of covered pixels for ceiling-
view and side-view. With reference to the body’s normal standing posture, we can control the opacity by com-
paring with their summed pixels. The default opacity, referring to the normal standing posture taken before be-
ginning of painting, is set to 70%. The opacity changes in accordance with the openness of the gesture. When
the number of pixels increases, it means the body expands and thus more open. This infers a more transparent
brush-stroke . and vice versa.

4. Area motion (shape, 1. e. cross-section of the 3D brush-stroke): The human body as a whole is con-
ceived as a brush. The cross-section of the 3D brush is defined by the body shape in ceiling-view.

5. Area motion (rate of change of area): It maps into the rate of change of the orientation. It means the
angularity of turning of the path. When there is a rapid increase in the rate of change of area, it is attributed to
a bolder body expression. Bolder expression is represented by a more angular turning of the brush path, and
vice versa.

Besides, it reflects the value component of color. An increase of gesture openness (increasing change of
number of pixels) signifies a lighter tone - an increase in value, and vice versa.

6. Area motion (acceleration and deceleration): These two attributes are another ones for magnifying the
virtual displacement of brush-strokes.

7. Dimensional motion (acceleration of the highest point reached by the body): We take this as another one
of the attributes to magnify the displacement (in y-axis) of the virtual brush. The acceleration signifies the psy-

chological effect of body extending along the y-axis. Also, it controls the brush-stroke size.
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8. Dimensional motion (acceleration of the lowest point detached from the studio floor): This attribute ac-
companies item 7 to magnify the displacement (in y-axis) of the virtual brush. When both take effect, the mag-
nification will not be doubled but only this acceleration takes effect.

9. Dimensional motion (rate of change along x— ,y-, and z— axes): The brush-stroke size is additionally
controlled by these three attributes. They are summed up and quantized to reflect different sizes of brush.

10. Intersection of the painter and color ring: The range of value of hue is evenly distributed on the color
ring so that intersection of the body and color ring (from ceiling-view) results in picking the value hue.

11. Spatial relationship: upper part > lower part? (Area): The body will be divided into two parts along
y-axis and we will compare their areas to determine the opacity. When the lower part of the body is larger than
the upper part, it reflects that more pressure is exerted on the canvas. That means more ink is painted into the
canvas, thus a more opaque brush-stroke, and vice versa.
2.3 Rendering and aesthetics

With the rendering attributes being specified and con-
verted, 3D brush-strokes can be created and rendered for
display. The whole process of rendering is made visible such
that the audience can watch both the performer dancing and
the virtual brush “flying” almost synchronously. Another
interesting point is that during the performance, the painter
can see what he/she is drawing immediately (Fig. 7). The
whole performance can be treated as a new kind of perform-

ing art. Furthermore, what is generated in the end would

no longer be a piece of 2D paint art but a virtual 3D canvas
containing a 3D color web. By wearing the head-mounted  Fig.7 Demonstration of the relationship of
display (HMD), people can immerse into the 3D color web. the body movement and artistic effects
During the walk-through, what have been seen can be perceived as another new form of arts. Each frame
grabbed can be a piece of paint work. Or we could record the video of the walk-through which itself can be an
art work. The impact of our system over traditional paint art is tremendous. Figures 8, 9 and 10 show that the
physical configuration of the interactive studio, infrared emitters and the top camera mounting and a demonstra-

tion of the relationship between the body movement and artistic effects.

Fig.8 Physical configuration of Fig. 9 Top camera Fig. 10 The collection of
the interactive studio infrared emitters
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3 Conclusions and Future Work

Ini this paper, we have presemted a framework on building an interactive studio that accepts body-brush me-
tion and transforms it into 3D paintings visualized in a 3D canves. Qur approach allows representation of 4 new
form of paint art. The impact not only introduces new aestheric perspectives on paint art, but also raises poten-
tial multi-disciplinary researches over the system. To consider the mapping mechanism, it is hased on the inher-
ent correlation characteristic of human behavior and coguitivn. So vur system can be used for analysis of human
behavior in psychology. Furthermore, our system is characterized by the philosophy of “acting painting” that
the painter's emotion and expression can mare directly be reflected compured with band drawing, The feature

that the painter can see what he/she draws immediatcly makes our approach well spited for art therapy,
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