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Abstract A novel technique is proposed to make realistic facial animation driven by motion captlure data.
First, a person’s facial expressions are recorded using Oxford Metrics” VICON 8 optical motion capture sys-
tem, where 23 oprical markers are attached on the person’s face. The captured 3D motion data are then pro-
cessed to eliminate 3D global head motion by finding the pivot point for rotation. These processed 3D motion
data can be directly applied to a head model. A two and half dimension facial model is used here for implemen-
tation because it combines good features from both 2D mesh and 3D model: simple, vivid and nztural, when
small-scale rotatien is applied. An interpolation function is employed to calculate the offsets of other uncon-
strained mesh vertices. Furthermore, a face is divided into several regions and force constraints are applied to
limit the displacement of vertices on the mesh depending on the region to make the animation more natural.
The system has an update rate of over 30 frames/second on a Pentium III 500MHz PC with an OpenGL accel-
eration card,
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Realistic animation of human face is one of the most difficult goals in computer animation. Although rhere
are good results in body motion, facial anitation still appears unnatural and not viviq enough. Indeed. there are
z few impressive facial animaticns, but they take a lot of animators working for a long time. There are several
reasons that make facial animation so difficult, First, the geometric form of human face is extremely complex.
Mareover, a face exhibits countless tiny creases and wrinkles, as well as subtle variations in color and texture.

A number of approaches have been proposed to model and animate realistic facial expressions in three di-
mensions'. Waters'?! reported a new muscle model approach to facial animation. This approach allowed a vari-
ety of facial expressions to be created by controlling the underlying musculature of the face. The development of
optical range scanners, such as the Cyberware optical laser scanner'®!, provides a new wealth of data for facial

animation, A radically different approach is performance-hased animation, in which measurements with real ac-
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tors are used to derive synthetic characters!*~®). Recently, Pighin e al. "] presented new techniques for creating
photo-realistic textured 3D facial model from photographs, and for creating smooth transitions between different
facial expressions to make realistic facial animation. Guenter et al.™® created a system to capture three-dimen-
sional geometry, color, and shading information for human facial expressions, and used these data to recon-
struct photo-realistic 3D facial animation.

For image-based animation, one of the most effective approaches to date is to use 2D morphing between
photographic images'®]. However, it requires users to specify dozens of correspondences in almost every frame.
In addition to 2D morphing, 2D warping technigues provide an alternative way, and one example is our previous
work VR-Talk{"®'J, a speech-synchronized animation system. To simulate a 3D rotation, “view morphing”
technique!'®) is developed to provide theoretically correct image interpolation. However, 2D morphing still suf-
fers from arbitrary 3D rotations.

The rest of this paper is organized as the following. In Section 2, the proposed global motion compensation
method is first introduced, and the concept and implementation of a two and half dimension model is illustrated
in Section 3. Some issues of facial animation are presented in Section 4. Results and experiments are provided in

Section 5, and Section 6 offers directions for future research.

1 Motion Capture Data

3D facial motion is captured at our industrial collaborator, Digimax Production Center, where a VICON 8
motion capture system is used. 8 cameras are set up, and 23 optical markers are attached on a performer’s face
(Fig. 1). The VICON 8 system captures the performer’s facial expressions at 60 frames/second when he’s mak-
ing exaggerated expressions. After the process of feature extraction and 3D reconstruction, the output file with

C3D data format contains the 3D positions of 23 features for each frame.

(a) (b)

Fig.1 (a) The 23 connected to the pivot point captured optical markers. The low darker point in (a)

is the rotation pivot, and the upper three points in (a) are used for global motion estimation. (b) Illus-

trates the placements of the 23 optical markers on one’s face for facial motion éapture, where the three

points forming a rigid white triangle on forehead are identical to the upper three points in (a).

The C3D data file format'*] was developed by Andrew Dainis in 1987 as a convenient and efficient means for
storing 3D coordinate data and analog data obtained from motion capture systems. The format is now widely
used and becomes a de facto 3D biomechanics data standard. As a result, one could easily compare the results
with other systems. In order to support unprocessed raw coordinate sample data, all the parameters and data
are stored in binary form. The most common C3D file consists of three sections: a single head record, one or

more parameter records, and one or more data records that contain 3D data.
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Since the origin of world coordinatc is determined when we calibrate the motion capture system, we should
change this coordinate such that it is conformed to our environment. The location of rotation pivot is approxi-
mately estimated from the positions of features based on domain knowledge. The 3D data are then translated to
local coordinate system relative to the estimated pivot. Thus, when the preprocessing is complete, the results

become intuitive when replaying these 3D points frame by frame.

2 Global Motion Compensation

The retrieved 3D coordinates of marker points attached on the performer's face fully recorded the facial ac-
tions, We are interested in the mouth movement during spcaking and facial expressions. Unfortunately, the
global motion, such as head rotation and translation, also moves the positions of feature points. It is not a rea-
sonable requirement to ask the performer to fix his head when he acts. Hence, the first problem we have to
solve is to compensate for the global motion and then the remaining offsets can be applied to drive the facial ani-
mation.

2.1 Algorithm for motion estimation

In this case, the problem lies in “3D-to-3D feature correspondences "), Suppose the features (f,,f;) are
3D} canrdinates of points on the surface of a rigid body. observed at time ¢, and time t,. Give N corresponding
points (f:.f' ). which obey the relationship of Fq. (1).

pi=RP,+t.i=1.....N. (1)
It is well known!®J that three non-collinear point correspondences are necessary and sufficient to determine R
and ¢ uniquely. With three point correspondences, we will get nine non-linear equations while there are six un-
known mction parameters. Because the 3D points obtained from motion capture system are accurate, linear al-
gorithm is good enough for this application, instead of iterative algorithms or methods based on the least square
procedure. The improved method based on translation invariants"®! is adopted to solve the motion estimation
problem.

If two points on the rigid body, p; and p;y,» which undergo the same transformation. move to p', and p'cy;
respectively, then p';=Rp,~+t and p', ;= Rp.., +¢. Subtraction eliminates the translation z, and using the rigid-
ity constraint yields

P —ps o Pai—pi
iP'i+1"P'i|7R [povr—2: 1" 2

Define the above equation as m'; = R, | 50/<03, where #2 is a unit vector. If the rigid body undergoes a pure

translation, these s parameters do not change, which means translation invariants.

After rearranging these three equations, we can solve a 3 X 3 linear system to get R, and afterward obtain ¢
by substitution into Eq. (1). In order for a unique solution, the 3X 3 matrix of unit m-vectors must be of full
rank, that is the three 7#-vectors must not be coplanar. As a result, four peint correspondences are needed in-
stead of three points, the mintmel requirement. To overcome the problem of supplying the linear methed with
an extra puint correspondence, a “pseudo-correspondence” can be artificially construcred due to the property of
rigidity. In our case, the problem is resolved by finding a third si-vector orthogonal to the other two. Via this
improvement, the system is of lower dimension. only three point correspondences are required, and it helps to
reduce the singularity problem of a matrix.

The first row of the R matrix can be determined in component form by

'
e My, By, LaTh o
'
Myr My My Fag | = | P zs | ~ 3
'
ar Mz Mg 13 ax
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while the other two rows of R can be determined by replacing the right hand side by the y and z components of
the #-vectors. The third vector can be achieved by setting #is==#t; X, and 'y =" X 2. These artificial vec-
tors are generated to span the three dimension spaces,
2.2 Rotation pivot estimation

In the above algorithm, we assume the ratation pivot is at the origin of world coordinate. Although the po-
sition of pivot point does not influence the result of estimated rotation matrix R, it changes the translation vec-
tor ¢ slightly. Leég O be the rotation pivot, then p’ —O=R » (p—0)+:. Alter rearranging this eguation, we
get:

t=p'—R+ p+O(R—I). (4]

Since the global rotation angle is not large, which implies the rotation matrix is close to the identity matrix, and
the pivot position is not far from the world coordinate origin due to the preprocessing based on domain knowl-
edge, the translation vector can be assumed invariant to the position of pivot peint, Here we propose an algo-
rithm to estimate the real position of rotation pivot to

O (pivot point) obtain betrer 3D data compensated global motion. In

Fig. 2, P,,P;and P;are points on a rigid body, L is the
edge length between P; and pivot point and &; is the an-

gle between two vectors OP,;and OF,;+,. When the rigid

Fig. 2 The relation between rigid body and rotation  bedy undergoes a transformation about the pivot, & and
¢ are invariant due to the property of rigidity.

In order to estimate the position of pivot point, we need to develop an objective function that measures if

the points on rigid bedy obey the above-mentioned properties. The objective funetion consists of three metrics as

follows ;

Er=w- (X1 ﬂ‘ll*l)#—wﬁ(EElll” £1) 4w {”P ”), ()

where p*is the candidate pivot at iteration £, & is the jth angle on frame i and 7} is the jth edge length on fretme
i, C and / are two parameters which must be adjusted depending on the 3D data themselves and coefficients w,’s
are weighting factors, 1<5is4. It is abvious that the first two terms measure the variation of the angle and edge
length, and these terms should be zero if the pivot point is at correct position because of the eonstraint of rigid
body motion. The third metric represents a pulling force to impose restriction on pivet point not far away from
the arigin. Otherwise . one of the components of p* will diverge . because the longer the length of vectors is, the
smaller the angle between two vectors is, which implies that the first metric will be almost zerc. Fortunately,
we have preprocessed the 3D raw data according to domain knowledge, so the assumption that the pivot point is
close 10 origin is reasonable. In other words, we only search the neighhorhood of the origin to get a more reli-
able pivot, instead of searching in the whole three-dimension space.

To minimize the objective funetion E;(p*) with unknown parameters p(x,y,z). we follow the concept of
the gradient descent algorithms. It is ohvious that our chbjective function is non-differentiable, and hence gradi-
ent descent algorithms cannot be directly applied.

Given the real value function f:R"—R, the gradient descent algorithm finds the minimal value of f(z) by
iteratively updating x at iteration £-+1,

D=zt —a, 7 f(a*) >0, (6)
The coefficient a; is a positive scalar called step size. The step size a is a free variable that should be carefully
chosen. If the step size is too small, the minimization progress will be too slow. Therefore, we employ a bold-

driver method to adaptively adjust the value of a. Hence, Eq. (6) is rewritten as below:

© HIEERES AT hip:/ www. jos. org. cn



KA F BN EDHHBRTHREANARRIS R E — 1145 —

=T )
ox,  p2=1, if Sty N
M= ga, 0<o<<l, if f(HN)Z=fa")
a0,
Beceuse our objective function Ey(#*) is non-differentiable, we cannot vbtain the gradient VE, su we approxi-
mate the gradient descent algorithm by evaluating the objective function in six possible directions., and choose

the set of parameters p* that cause the minimal value of E;(p*) at iteration . The six directions to be evaluated

are defined by

+1 -1 [ 0 0 0
V=10 V= |0 WWVe=|4+1].9e=|—1],V5=]0 ,V=|0 (8)
0 0 0 0 +1J —1

The iteration stops when either the maximum number N of iterations is reached or the value of E (") is smaller
than a predefined threshold e.
2.3 Motion compensation

The above two algorithms depend on the results of each otherj in other words, for global motion estima-
tion, it needs the position of rotation pivot, and for rotation pivot estimation, the translation offsets for each
frame are required. Hence, we run these two procedures alternztely to update the unknown parameters until
these unknowns converge. Once the ratation matrix and translation vector for each frame are determined, the
inverse of these affine transformations can be applied direetly following Eq. (5) on feature points to get the new
position without global motion. Thus, three points on the rigid body will be almost stationary, while the move-
ments of other features represent the actions when the performer talks and emotes.

=R 7P A1), i=1.... N. (3)
3 Head Modeling

Photo-realistic rendering is our goal. 2D mesh and warping technique were employed to a single face image
in VR-Talk(® ), which was our previous speech driven talking head system. When developing a system based
on 3D model. to fast construct one’s head madel is not very easy; besides, we can't overcome the prablem of
hair rendering in real-time. Thus. we adopt a two and half dimension head modell, which consists of frant
side view head image patches and a half-cut 3D model (Fig. 3). The major advantage of this model is to combine
sice features from 2D mesh and 3D model: simple, vivid, and natural when small-scale rotation is applied.

3.1 Head model fitting

First, a frontal and neutral face image is needed. In order ta fit the generic 3D head model, a user must
specify about 30 feature points, such as eves, nose and mouse boundary. Some predefined control points on the
3D head model are adjusted to proper position, and the texture data are obtained by orthogonal projection. As
shown in Fig. 4, an editor tool is also developed to help the user edit his model in 3 minutes.

Because the 3D head mask contains half the frontal half head model, additional image patches with texture
of the neutral face image. including human hair, are used to cover the other part. It looks real if the rotation an-

gle is constrained to less than 30 degrees.
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(a) (b)
Fig. 4 Specify feature points

Fig. 3 (a) The 2-1/2D face model (b) The wire-frame model . .
on an image for adjusting

with hair in the plate at the back a generic 3D head model

3.2 Other features of the head model

Eye blinking and head motion are common actions when a person is speaking. In order to make the talking
head more realistic, the above functions should be implemented. To keep head moving, a sequence of transfor-
mation parameters based on domain knowledge is applied to the head model. In this way, we can simulate a
person’s action, such as nodding, head shaking, naturally. Generally, a person’s eyes blink once every four sec-
onds. The method used is similar to our previous system, the Image Talk'®, dragging the control points at up-
per eyeshade down.

Teeth usually are ignored in many talking head systems except sample-based method because of the lack of
teeth information. We propose a generic teeth model to simulate one’s teeth inside the mouse. The teeth model
can be separated into two parts: the upper teeth and the lower ones. Both of these teeth models are composed of
some rectangle patches connected in the shape of a hoof. In order to change teeth texture easily by users, we use
rectangle patches connected in the shape of a hoof instead of constructing a precise teeth model. Besides, the al-

pha blending approach is applied to hide the non-teeth part image in patches.

4 Facial Animation

To apply the 3D motion data to a head model, firstly, we have to modulate the data to fit the facial features
of the model. For feature points on the upper part of the face, the motion data are scaled according to the dis-
tance between two lower eyelids, the distance between the forehead and nose tip; for points on the lower part of
face, the data are scaled in proportion to the mouth width and the distance between nose tip and the chin; and
the scale value in z-axis direction is determined by the distance between the cheek and the lips.

How to interpolate the unmarked vertices and the constraints for generating the facial animation are de-
scribed in the following subsections.

4.1 Scatter data interpolation

Once applying 3D motion data to the two and half dimension model described previously, we can deform the
feature points on the face mesh directly. But we need to construct a smooth interpolation function that gives the
3D displacements between the original point positions and the new positions in the following frames for every
vertex. Constructing such an interpolation function is a standard problem in scattered data modeling. Given a
set of known displacements u; = p;— p{® away from the original positions p* at every constrained vertex i, we
will construct a function that finds the displacement «; for every unconstrained vertex j. If we can find such s

smooth function f(p) fitted with the known data u,=f(p,), from which we can compute #,= f(p,).

© PEEREBAAEEISUR  hip:/ www. jos. org. cn



K F. AR AR AR EERAERAD 2 AR — 1147 —

There are several useful functions to modal scattered datal®!, for example, Shepard’s method, volume
spline, multi-quadric method, ete. In different applications, various considerations should be taken to select a
method for modeling scattered 3D data with minimum error. In our case. a method based on radial basis func-
tions is adopted. that is. functions of the form

Fpy= 20 | p=p | )+ Mp+1, 10)
where @(#) is radial symmetric basis functions. g, is the constrained vertex; low-order polynomial terms M ,r are
added as affine basis. Many kinds of function for (x) have been proposed™™. We have chosen to use {r)=

e—rfﬂ

To determine the unknown coefficients ¢; and the affine components M and ¢, we must solve a set of linear

R "
equations that includes ;= f{#;), the constraints Zc;=0 and >__m,-pf =0. In general, if there are n feature

point correspondences, we will have n+4 unknowns and »+ 4 equations with the following form:

rel e
M. . . P1 17 Co up
e o= liist P11 ' .
: 3 . P i e u,
- R 11>
. P11 a 0
1 1 1 0 © b 0
LP{ Py PT 0o o0l]ec 0
Ld 1 L0

where 1554, 7503, Pi= (. yi &),
4.2 Face regions and force constraints

Since there are only 23 markers with our current captured data, and the facial actions of human beings are
so subtle, some constraints must be applied to generate reasonable and smooth animation. In this system, we
divide the head model into five regions: the hindbrain, the upper lip, the lower lip, the face, and the neck.

(1) The hindbrain

By the method described in Section 2, we can compensate the global head motion, and thus the hindbrain
becomes stationary when compared with the feature point motion. To avoid the abnormal motions of vertices in-
truding into this stationary region, some static points around the hindbrain are considered as feature points in
the radial basis function computation. With this approach, this kind of abnormal mortions can be gradually re-
duced from the hindbrain.

(ii) Face

We took all the feature points including still points as fearure points in the computation of facial vertices
motion. This i¢ because thar the influence of a feature point decreases exponentially with the increase of the dis-
tance in our interpulation, and the effects of feature points far away are almost zero. However, taken all the
vertices in the same “field of force” can help us to avoid the problem of discontinucusness at the boundary be
tween different regions.

{iii) Upper and lower lips

Since the upper lip of human beings is controlled by muscles on the upper mouth and cheeks, the motion of
vertices on the upper lip is interpolated from the feature points on the upper mouth and cheeks. Similarly, the
vertices on the lower lip are interpolated from the feature points on the lower mouth and the chin. In certain
drastic motion involving lips . the discontinuity may occur at corners of the mouth. Some curve, such as Bezier

eurves or B-apline, can be applied to smooth the boundary.
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(iv) Neck
The same as the hindbrain, the connecting region of the neck and the head is stationary, and some still

points are also located at the connecting region.

5 Results

For the time being, the proposed method has been implemented on Windows NT, and OpenGL is adopted
as our graphics library. Face images with 1024 X 1024 resolution are used for face modeling and texture map-
ping. The system has an update rate of over 30 frames/second on a Pentium 111 500MHz PC with an OpenGL ac-
celeration card. From the animation results, we can.see that even though the captured data were obtained from

another person, when applied to one of the coauthors, the visual effects are quite convincing. (Fig.5)

(a) (b) (c) (d)

(e) (f) (g)

Fig.5 From (a) to (f) are the animated snapshots with different viewing K
angles and mouth shapes, and (g) is the associated wire-frame model

6 Future Work

The work described in this paper is only a prototype, and the ultimate goal is to build a simple software
system to drive the head model with motion capture data conveniently. Of course, the quality of the generated
facial animation is of the chief consideration. There are many ways to enhance and extend the proposed method,
as described below:

Using 3D head model. At this moment a two and half dimension model is used to generate photo-realistic
head model, however, it is constrained with small angle rotation. If we want to make an arbitrary head rots-
tion, a 3D head model is necessary. It is still a challenging issue in semi-automatic 3D head modeling with mini-
mal user intervention, but it is possible in the near future due to the recent impressive results in this topic™".

More feature points and regions. In this work, only 23 feature points were used. In order to capture the
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detsiled movement, more feature points are required. Thus, the face subdivisions and force constraints need 1o
be re-considered carefully. Ideally, we should simulate subtle changes on the performer’ face . such as eye blink-
ing.

Improved accuracy of global matisn estimation. 1f we want to replay human facial expression, instead of
only head motion, global head motion has 10 be compensated. The accuracy of glubal head motion estimation re-
sult is the key point to determine whether the animation locks real, Other algorithms can be explored to get

more religble resutt, or maybe some auxiliary markers can help to determine global motion exactly.
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